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ABSTRACT

As Artificial Intelligence and Machine Learning continue to transform numerous aspects of our everyday lives, their role in the legal profession is growing in prominence. A subfield of AI with particular applicability to legal analysis is Natural Language Processing (NLP). NLP deals with computational techniques for processing human languages such as English, making it a natural tool for processing the text of statutes, regulations, judicial decisions, contracts, and other legal instruments. Paradoxically, although state-of-the-art Machine Learning and NLP algorithms are able to learn and act upon patterns too complex for humans to perceive, they nevertheless perform poorly on many cognitive tasks that humans routinely perform effortlessly. This profoundly limits the ability of AI to assist in many forms of legal analysis and legal decision making.

This article offers two theses. First, notwithstanding impressive progress on NLP tasks in recent years, the state-of-the-art in NLP will remain unable to perform legal analysis for some time. Second, lawyers, legal scholars, and other domain experts can play an integral role in designing AI software that can partially automate legal analysis, overcoming some of the limitations in NLP capabilities.
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INTRODUCTION

As Artificial Intelligence and Machine Learning continue to transform numerous aspects of our everyday lives, their role in the legal profession is growing in prominence. AI can be used for tasks such as locating relevant documents in discovery and predicting the outcome of pending litigation. AI also has the potential to assist in legal analysis by helping the legal expert assess the consequences of applying relevant law to a particular fact pattern. Software capable of performing thorough legal analysis could provide numerous benefits to lawyers, legal scholars, judges, and others in the legal field. Such software could, for example, evaluate hundreds of contracts for particular weaknesses, generate a concise summary of
a set of cases, answer questions about whether a particular fact pattern would violate a law, and accurately find cases that support or contradict a legal position.

A subfield of AI with particular applicability to legal analysis is Natural Language Processing (NLP). NLP deals with computational techniques for processing human languages such as English, making it a natural tool for processing the text of statutes, regulations, judicial decisions, contracts, and other legal instruments. Paradoxically, although state-of-the-art Machine Learning and NLP algorithms are able to learn and act upon patterns too complex for humans to perceive, they nevertheless perform poorly on many cognitive tasks that humans routinely perform effortlessly. This profoundly limits the ability of AI to assist in many forms of legal analysis and legal decision making.

This article offers two theses. First, notwithstanding impressive progress on NLP tasks in recent years, the state-of-the-art in NLP will remain unable to perform legal analysis for some time. Second, lawyers, legal scholars, and other domain experts can play an integral role in designing AI software that can partially automate legal analysis, overcoming some of the limitations in NLP capabilities.

This article provides a detailed but accessible explanation of the limitations of AI in legal analysis, as well as a path for overcoming these limitations. Part I briefly introduces Machine Learning and NLP techniques for a lay audience. This Part also explains common NLP “shortcuts” that have allowed AI software to make seemingly-intelligent analyses of text without actually performing anything we might consider to be understanding or reasoning. Unfortunately, these shortcuts do not scale well to the kinds of inferences and tasks that legal analysis requires. The usual candidates for improved Machine Learning performance, more training data and faster computers, also cannot help with these shortcomings.

Part II provides a non-technical explanation of why exactly many legal analysis tasks exceed the capabilities of the state of the art in AI. In summary, the most prominent Machine Learning and NLP algorithms cannot penetrate many types of “common sense” reasoning that are essential to the vast majority of legal analysis tasks. Moreover, such reasoning often relies on underlying knowledge that is not present in the text being processed and not otherwise accessible to the computer. This type of reasoning is especially prominent in various legal domains, making analysis in those areas difficult to automate with AI technology.

Nevertheless, understanding the capabilities and shortcomings of NLP illuminates a way to improve AI systems for legal analysis.
As described in Part III, the typical legal analysis task is composed of “subsidiary tasks,” such as identifying the elements of a legal issue, evaluating potentially relevant facts and other pieces of information, and drawing simple inferences from those facts. The nature of the subsidiary tasks depends on the legal questions at issue. For example, determining whether a contract has formed involves different subsidiary tasks than determining whether the elements of a case of negligence are present.

Such subsidiary tasks are simpler than the complete legal analysis and can be feasible for AI processing, thereby allowing the process of legal analysis to be partially automated. AI software that processed subsidiary tasks would assist a human decision maker in more quickly locating relevant information and making legal determinations than if the human were to work unaided. The human would then remain responsible for combining the results of the subsidiary tasks in an appropriate manner to form the legal conclusion. This might involve weighing all factors of some analysis under a totality of the circumstances or some other manner of combining that relies on significant human judgment and cognition.

Moreover, this proposal requires that lawyers and other legal experts be part of the design of the AI software; only people with the requisite domain knowledge can identify the subsidiary tasks and potentially relevant information for a particular type of legal analysis, as well as define how exactly that information might be extracted from the text of documents. This shows that lawyers are a critical part of the solution, and lawyers with basic knowledge of AI and NLP systems can make significant contributions to his area.

AI software that performs subsidiary tasks for a legal analysis has additional potential beyond assisting the legal decision maker. By identifying information that is potentially relevant to a particular legal analysis task, the AI software is essentially identifying training data. Specifically, the potentially relevant information are inputs, and the legal decision ultimately rendered is the desired output for those inputs. A collection of inputs and corresponding desired outputs defines training data to teach software what outputs to produce for given inputs. Superior NLP systems might eventually use this training data to learn to perform decision making that more closely approximates the legal analysis performed by humans. When the legal expert identifies subsidiary tasks for a particular type of legal analysis, the expert is providing information on how to divide a complex legal reasoning task into tractable steps. In essence, the human instructs the AI software how to perform portions of the legal reasoning task.
Finally, Part IV outlines the proposed method by which legal experts and NLP system designers can collaborate to design AI software that can partially automate different types of legal analysis. Part IV also provides illustrative examples of this process for a legal analysis task in the field of patent law. This includes corresponding subsidiary tasks that AI software can perform to assist in patent-specific forms of legal analysis. The patent field is especially appropriate for this type of NLP-assisted legal analysis because much of patent analysis involves interpreting the text of the patent itself. Therefore, software can extract a significant amount of the information required in patent analysis from a readily-available document. Moreover, drafting techniques of attorneys who write patents can be reverse engineered to better extract from patents information that is useful to different types of legal analysis.

I. AI, MACHINE LEARNING, AND NLP

A. AI Fundamentals

AI involves computer software that appears to behave with human intelligence.\(^1\) Machine Learning is the subfield of AI in which software employs statistical analysis of data to learn how to perform a task, such as categorizing a document or predicting the outcome of pending litigation.\(^2\) A common method of developing Machine Learning systems involves providing the software with verified examples of some phenomenon, such as a set of emails that a human has classified as spam.\(^3\) The software analyzes these examples to learn their characteristics and thereby learns to predict when a future example (e.g., a new email message) shares these characteristics.\(^4\) In other words, the software learns from numerous examples, known as “training data” or a “training set,” how to distinguish spam from non-spam emails.\(^5\) In this manner, Machine Learning is an inductive technique; the software develops a model of the world induced from observation, rather than from general rules.\(^6\)

---

2. *Id.* at 1118; see also Harry Surden, *Machine Learning and Law*, 89 WASH. L. REV. 87, 89 (2014) (explaining that Machine Learning systems “are able to learn from experience and thus improve their performance over time”).
4. *Id.*
5. *Id.*
6. *Id.* at 91 n.21.
This Machine Learning approach, known as “supervised learning,” is in contrast to a manual approach in which a programmer specifies a set of rules that instruct the computer exactly how to recognize the pattern of interest (e.g., which features of a new email suggest that it is probably spam).\textsuperscript{7} In general, the more complex the problem the more training data is required for the software to learn the necessary patterns.\textsuperscript{8} Machine Learning is the backbone of the technology used in impressive advancements such as self-driving cars\textsuperscript{9} and facial recognition\textsuperscript{10} systems.

Natural Language Processing (NLP) is a subfield of Artificial Intelligence that overlaps significantly with Machine Learning. NLP deals with computer processing and manipulating of “natural” languages, such as English or Spanish.\textsuperscript{11} NLP can involve spoken language (speech) or written language (text). This article primarily deals with the latter since text is arguably more significant to the practice of law than speech; statutes, case law, briefs, contracts, and other important legal documents are composed of text, so text encodes a substantial amount of the information that is relevant to law and legal practice.

Among the different subfields of Artificial Intelligence, a defining characteristic of NLP is the use of some knowledge of the natural language being processed.\textsuperscript{12} That knowledge can be deeply profound or extremely shallow, so this definition admits many very simple programs into the universe of NLP. For example, merely counting the words in a document can be considered an NLP task because that requires knowledge of what a word is.\textsuperscript{13} In English it is relatively simple to identify a word as a sequence of alphabetic characters ending with a boundary character such as a space or punctuation mark.\textsuperscript{14}

\textsuperscript{7} Id. at 93.

\textsuperscript{8} See, e.g., Xiangxin Zhu et al., \textit{Do We Need More Training Data?}, 119 INT’L J. COMPUTER VISION 1 (2015); Alon Halevy et al., \textit{The Unreasonable Effectiveness of Data}, IEEE INTELLIGENT SYS., March/April 2009, at 8, 8-12 (2009).


\textsuperscript{11} DANIEL JURAFSKY & JAMES H. MARTIN, \textit{SPEECH AND LANGUAGE PROCESSING} 30-31 (2nd ed. 2009).

\textsuperscript{12} Id.

\textsuperscript{13} Id.

\textsuperscript{14} Id. It is somewhat more difficult to identify English word boundaries. For example, “rock ’n roll” can be considered a single word, even though it contains spaces as well as non-
NLP techniques form the backbone of a wide variety of available products including virtual assistants, such as Apple’s Siri, that are programmed to understand simple commands spoken by the user. NLP decodes the user’s speech, which might instruct the virtual assistant to set a timer or play particular music. If the user requests an answer to a query then NLP enables the virtual assistant to generate a spoken answer.

Text contains information that human readers typically identify and interpret with ease. Text is a type of “unstructured” data because text is not clearly arranged for interpretation by a computer. This is in contrast to data that is “structured” because it contains information in well-specified locations defined by some predetermined organizational scheme. For example, a spreadsheet of client names, addresses, and amounts owed is structured because one can easily translate a desired type of information, such as the amount owed by a client named “Jane Smith,” into an exact location where that information can be found. In reality, there can be different degrees of structure in data, and even the text of natural language exhibits some structure imposed by grammar and explicit indicia such as section headings. Indeed, NLP techniques can sometimes exploit aspects of this linguistic structure to extract information that is buried within the text.

B. NLP Shortcuts that Approximate Reasoning

AI software cannot understand legal texts at a human level of performance. Nevertheless, some NLP techniques can provide impressive results without utilizing anything at all like the comprehension and reasoning that a human might perform. Using what Harry Surden has called “approximating intelligence by proxy,” software can mimic the decisions that would have been produced by

---

15. See, e.g., Peng Lai Li, Natural Language Processing, 1 GEO. L. TECH. REV. 98, 103 (2016).
17. Id.
18. CHRISTOPHER D. MANNING ET AL., AN INTRODUCTION TO INFORMATION RETRIEVAL 1 (2009).
19. Id.
20. Id. at 1-2.
21. Ashley, supra note 1, at 1120.
22. Surden, supra note 2, at 97-98 (explaining that non-cognitive software can produce seemingly intelligent results on complex tasks even though the software does not use human-level cognition).
a human who employs high-level human cognitive processes. Two very common approximation techniques in NLP are “statistical techniques” and “selectional restrictions,” both of which are described immediately below.

Statistical techniques lie at the heart of machine learning and other data-driven algorithms and have been responsible for the successes of the last several decades in such NLP tasks as automatic document summarization and automated question-answering. In the realm of NLP, one statistical technique is to determine which words tend to occur together in the same sentence, in the same document, or within some predefined number of words of each other. For example, software could analyze a set of documents to determine that the words “apple” and “peel” appear together in sentences much more often than the words “apple” and “digitize” do. This simple counting process allows the software to determine correlations among pairs of words. It is trivial for software to process thousands of documents and count word co-occurrences for all words in those documents. Publicly available general-purpose datasets, such as the Wikitext-103 corpus (over 100 million words) and the One Billion Word Benchmark, provide access to copious amounts of training data for various NLP applications. In the legal domain, the Caselaw Access Project provides access to all official, book-published United States case law, starting from 1658. This corpus includes about 12 billion words from over 6 million United States legal cases.

It is important to note that software can easily calculate how often pairs of words co-occur without having any knowledge whatsoever of the meaning of any of those words, much less the meaning of a complete sentence formed by a sequence of words. A manual analogy of the co-occurrence process would be a human reading a document in a language she does not understand and recording how

24. JURAFSKY & MARTIN, supra note 11, at 110.
often each possible pair of words occurs together in the same sentence.\textsuperscript{29} No comprehension at all is needed for this tedious but straightforward counting task. Even more advanced corpus linguistics statistical techniques allow the meanings of words to be suggested by the words with which they co-occur.\textsuperscript{30}

Although the software does not understand any of the words it processes, calculating word co-occurrences permits NLP software to perform feats of apparent text comprehension. For example, imagine that NLP software has processed billions of words from Wikipedia pages in order to calculate co-occurrence for every possible pair of words in the English language. Upon completing these calculations, the NLP software is tasked with answering the following question: \textit{"The lions ate the zebras because they are predators. What does ‘they’ refer to: the lions or the zebras?”}

Answering the question requires that the pronoun “they” be resolved, that is, connected to either the word “lions” or the word “zebras.” The human reader answers this question by comprehending the text and employing simple reasoning about the nature of the two types of animals or at least using knowledge that predators typically do the eating. The software can take a much simpler approach that does not rely on reasoning or knowledge of predators. Armed with statistics on word co-occurrences, the NLP software can resolve the pronoun “they” to “lions” because the word “lion” occurs more frequently with the word “predator” than does the word “zebra.”\textsuperscript{31} Similarly, the same word co-occurrence data can allow the NLP software to answer a question such as \textit{“Which animal is a predator: a lion or a zebra?”} Although this is more akin to an educated guess than a reasoned conclusion, it is a surprisingly effective NLP technique.

Beyond simple word co-occurrence data, more sophisticated statistical techniques can use additional information on the words that appear in sentences. For example, a general technique known as

\textsuperscript{29} As a starker example that no understanding is required in calculating word co-occurrences, every occurrence in a set of documents of a particular English word could be exchanged with a corresponding nonsense word. For example, every occurrence of “apple” in a document could be exchanged with “abcde,” and every occurrence of “peel” could be exchanged with “vwxyz.” The number of times that “apple” and “peel” co-occur is the same as the number of times that “abcde” and “vwxyz” co-occur. Therefore, the NLP software could still calculate the number of times that “abcde” and “vwxyz” co-occur.


language modeling considers the order of words in a sentence in predicting the next word that might likely follow. Neural language models can use all words in a sentence or set of sentences to predict the sequences of words that likely precede or follow a word. Language modeling significantly increases the power of NLP systems to process text, albeit without endowing the software with any understanding of that text whatsoever.

The second type of NLP shortcut, “selectional restrictions,” uses a constraint on the type of word that can be used in certain situations, often as a constraint on what type of word can be the subject or object of a particular verb. For example, consider the following statement and question: “Our graduate students published 20 papers this year and, apparently, a few of them authored some books. What does ‘them’ refer to: the graduate students or the papers?”

The pronoun “them” stands in for the subject of the verb “authored,” and only people (and perhaps some AI software) can author content. Therefore, the pronoun “them” should resolve to “graduate students,” a type of person, rather than “papers,” which are not a type of person. NLP software can properly understand that the pronoun “them” refers to “graduate students,” if it knows that (1) only people can author, (2) graduate students are people, and (3) papers are not people. Of these three pieces of information, the first involves a common-sense relationship between the verb “author” and the subject of that verb, i.e., the subject of the verb “author” must be a type of person. The second and third involve “type-of” relationships between nouns: a student is a type of person, and a paper is not a type of person. Two online databases, WordNet and FrameNet, provide information on exactly these three relationships, allowing NLP software to utilize information on these relationships.

WordNet is a manually-constructed online database that links words and conceptual relations. WordNet entries store “type-of” relationships between nouns.
relationships for thousands of words. For example, WordNet de-
defines the word “hamburger” as a type of “sandwich,” which in turn
is defined as a type of food.”

This hierarchical information can
then be used in applying restrictions on which nouns may serve as
the subject or object of particular verbs. Those restrictions are cap-
tured in the online FrameNet database.

For example, the Frame-
Net entry for “eat” explains that the subject of “eat” must be a per-
son and the object must be a type of food.

Selectional restrictions capture aspects of knowledge in a way
that purely statistical techniques do not. This knowledge has been
meticulously sourced from human efforts over many years. When
people manually created the entries in the WordNet and FrameNet
databases, they reduced to digital form significant real-world con-
cepts and how English words relate to those concepts. NLP pro-
grams can benefit from such codified knowledge, typically by deter-
mining whether nouns associated with a particular verb are of the
correct type for that verb.

Both statistical techniques and selectional restrictions allow im-
pressive performance on text processing challenges, masking the
software’s lack of text understanding. However, this shortcoming
is revealed on more challenging tasks that require the software to
possess some form of language understanding.

II. LIMITATIONS OF AI IN COMMON SENSE REASONING

In light of NLP’s impressive successes, it is somewhat surprising
that even state-of-the-art algorithms struggle with tasks that could
reasonably be considered simple, or even trivial, for humans to per-
form. These deceptively-challenging tasks fall under the rubric of
“common sense reasoning,” a term that encompasses different types
of cognitive skills and real-world knowledge. Software that cannot
perform simple reasoning would be extremely unlikely to perform
more complex legal reasoning tasks, which often rely upon simple
reasoning and knowledge about the world.

Since NLP shortcuts can endow software with the appearance of
human-level understanding, researchers have explored tests to dis-
tinguish software that truly understands the meaning of text from
software that merely mimics such understanding. Below, I describe

37. JURAFSKY & MARTIN, supra note 11, at 369-70.
38. See generally JURAFSKY & MARTIN, supra note 11, at 362; Collin F. Baker et al., The
Berkeley FrameNet Project, in PROCEEDINGS OF THE 17TH INTERNATIONAL CONFERENCE ON
the Winograd Schema Challenge, problems which have been specifically designed so that they cannot be solved by merely using NLP shortcuts like statistical techniques or selectional restrictions. Successfully solving these problems is believed to require at least rudimentary commonsense reasoning by the NLP system.

Software that exhibits common sense reasoning at the level of a human is a formidable problem. Software that could do so would likely pass or come close to passing the Turing Test, a touchstone for determining whether a computer is able to behave as intelligently as a human. In the Turing Test, software engages in an extended conversation via teleprinter with a human, who does not know whether she is conversing with a human or machine. If the human is fooled into believing the machine is another human, then the machine has passed the Turing Test and can be considered to be thinking to some extent.

Unfortunately, neither statistics nor selectional restrictions alone can be extended to handle even simple tasks of commonsense reasoning. In short, neither shortcut involves anything we might consider to be “reasoning” about the real world, nor do they encapsulate the types of real-world knowledge possessed by humans, including small children. Because these limitations are inherent to the techniques themselves, they are unlikely to be overcome with additional training data or much faster computers, two staples of increased Machine Learning performance in recent years.

Some simple examples will illustrate common sense reasoning and how software fails on such tasks. Consider the following question. “The trophy doesn’t fit in the brown suitcase because it is too small. What does ‘it’ refer to: trophy or suitcase?” A human has no difficulty recognizing that the pronoun must refer to “suitcase.” This conclusion is based on simple spatial reasoning. If the suitcase is smaller than the trophy then the trophy cannot fit in the suitcase, but if the trophy is smaller than the suitcase there would be no problem fitting the trophy in the suitcase.

Statistical analysis does not provide an easy way to answer this question. There is no reason to believe that either of the words “trophy” or “suitcase” would co-occur with “small” more frequently than

---

40. See id. at 459-60.
41. See id.
42. See Ernest Davis, Qualitative Spatial Reasoning in Interpreting Text and Narrative, 13 Spatial Cognition & Computation 264, 264 (2013) (demonstrating that very simple natural language texts can “raise problems in commonsense spatial knowledge and reasoning of surprising logical complexity and geometric richness”).
the other word. Selectional restrictions are also unavailing because both a trophy and a suitcase are the kinds of things that can be referred to as “too small.”

The above trophy-suitcase question is selected from the Winograd Schema Challenge.43 The Winograd Schema Challenge is “designed so that the correct answer is obvious to the human reader, but cannot easily be found using selectional restrictions or statistical techniques over text corpora.”44 To discourage the use of NLP shortcuts that do not require text understanding, Winograd Schema problems are arranged in pairs, each differing by only a single word. This small change results in a question with the opposite answer. For example, these two questions differ in only the underlined words:

“The trophy doesn’t fit in the brown suitcase because it is too small. What does ‘it’ refer to?”

“The trophy doesn’t fit in the brown suitcase because it is too big. What does ‘it’ refer to?”

The answer to the first is “suitcase” while the answer to the second is “trophy.” The pairing of problems in this manner, each almost identical but requiring opposite answers, negates NLP shortcuts that might use the word order or other clever features of the remaining words in the problem as a hint to the proper answer. In other words, the problems are designed so that the other (unchanging) words in the problem pair do not provide any statistical clues to the correct answer. If they did, they would provide the same clue for both problems, which have opposite answers; use of statistical clues would guarantee that one of the pair is answered incorrectly.

The trophy-suitcase problem requires commonsense spatial reasoning. There are many other types of commonsense reasoning. Indeed, humans perform commonsense reasoning so easily that it can be difficult to identify exactly what kinds of knowledge and inferences are involved in answering a question. The designers of the Winograd Schema Challenge believe that software that successfully answers the majority of the questions “will need to have commonsense knowledge about space, time, physical reasoning, emotions, social constructs, and a wide variety of other domains.”45 As an example of commonsense reasoning about cause and effect, also

43. See Levesque et al., supra note 23, at 554; see also Ernest Davis, Collection of Winograd Schemas, NYU COURANT COMPUTER SCI., https://cs.nyu.edu/faculty/davise/papers/WinogradSchemas/WSCollection.html (last visited June 28, 2019).
44. Levesque et al., supra note 23, at 552.
45. Id. at 558.
known as causal implication, consider the following Winograd Schema problem pair.46

“Anna did a lot better than her good friend Lucy on the test because she had studied so hard. Who studied hard?”

“Anna did a lot worse than her good friend Lucy on the test because she had studied so hard. Who studied hard?”

The answer to the first is Anna, and the answer to the second is Lucy. This problem pair requires an understanding of the most likely effect of studying hard, which, in turn, requires an understanding of the nature of tests, studying, and the relationship between studying and test performance.

The next problem pair requires knowledge of other basic real-world relationships.

“Sam broke both his ankles and he’s walking with crutches. But a month or so from now they should be better. What should be better?”

“Sam broke both his ankles and he’s walking with crutches. But a month or so from now they should be unnecessary. What should be unnecessary?”

Understanding that the first answer is “ankles” and the second is “crutches” requires understanding rudimentary details about injuries, healing, and why people use crutches. This knowledge is the kind acquired through ordinary human interactions. The next problem draws upon knowledge of human social interactions.

“Joan made sure to thank Susan for all the help she had given. Who had given help?”

“Joan made sure to thank Susan for all the help she had received. Who had received help?”

To conclude that the first answer is “Susan” and the second is “Joan” requires that the software understand basic social aspects of gratitude and the general reasons that people express thanks.

The Winograd Schema questions are extremely simple and many could be answered by children.47 Moreover, the Winograd Schema Challenge evaluates commonsense reasoning by employing an extremely narrow problem: resolving referential ambiguity, that is, deciding which noun a pronoun or possessive adjective refers to.48 This problem is a limited test of common sense reasoning; only a

46. See generally Melissa Roemmele et al., Choice of Plausible Alternatives: An Evaluation of Commonsense Causal Reasoning, in AAAI SPRING SYMPOSIUM ON LOGICAL FORMALIZATIONS OF COMMONSENSE REASONING 21 (Ernest Davis et al. eds., 2011).
47. See Davis, supra note 43. Of the 150 problem pairs listed, many require only extremely basic real-world knowledge gained from routine human interactions.
48. Levesque et al., supra note 25, at 557.
single pronoun is to be resolved, and the noun to which the pronoun refers is known to exist in a single sentence. In contrast, it is fairly common for text to have more complicated structures in which information from multiple sentences must be aggregated to make an inference. It is also not uncommon that the referent of a pronoun is not present in a previous sentence but is instead implicit. In other words, the Winograd Schema Challenge appears to be a fair test of commonsense reasoning and certainly is not an unfairly challenging one.

People outside the field of AI can be forgiven for wondering what all the fuss is about. Is it really the case that software with access to billions of words and millions of web pages nevertheless cannot perform well at answering commonsense reasoning questions? After all, most people could solve the Winograd Schema problems easily and without thinking, in many cases exhibiting only the level of reasoning mastered by children in elementary school. Surely software can do so as well.

Unfortunately, software is not up to this task. The Winograd Schema Challenge was held at the 25th International Joint Conference on Artificial Intelligence (IJCAI-16) on July 2016. None of the NLP systems entered by contestants were able to advance from the first round to the second round. The highest scoring entry answered less than half of all questions correctly. These lackluster results on simple questions may be surprising, especially given the performance of NLP systems on seemingly harder tasks. For example, in 2011, IBM’s Watson system answered “Jeopardy!” questions

49. Ernest Davis et al., The First Winograd Schema Challenge at IJCAI-16, AI MAG., Fall 2017, at 97, 97.
50. Id. at 98 tbl.1. However, in a paper released on June 19, 2019, Carnegie Mellon University and Google Brain researchers achieved 90.4% accuracy on WNLI, a modified version of the Winograd Schema Challenge. ZHILIN YANG ET AL., XLNET: GENERALIZED AUTOREGRESSIVE PRETRAINING FOR LANGUAGE UNDERSTANDING tbl.4 (2020), https://arxiv.org/abs/1906.08237. Their paper was released just days before the submission of this article and before publication of any subsequent analysis of the researchers’ results. However, researchers have hypothesized that Machine Learning models that perform inordinately well on analogous reasoning challenges rely on the questions containing subtle “spurious statistical cues” to the proper answer. TIMOTHY NIVEN & HUNG-YU KAO, PROBING NEURAL NETWORK COMPREHENSION OF NATURAL LANGUAGE ARGUMENTS (2019), https://arxiv.org/abs/1907.07355; see also Abhijit Mahabal, Do NLP Entailment Benchmarks Measure Faithfully?, MEDIUM (July 19, 2019), https://towardsdatascience.com/do-nlp-entailment-benchmarks-measure-faithfully-e600212632b3. It is possible that some or all of XLNet’s performance on the WNLI task comes from exploiting statistical clues in the data and not from the application of deep understanding of the real-world or common sense reasoning.
better than human champions of the game.\textsuperscript{51} However, as explained above, NLP shortcuts can solve some types of natural language problems without requiring that the software understand anything about the text or the real world.\textsuperscript{52} Researchers have noted that commonsense knowledge and reasoning played a limited role in Watson's success.\textsuperscript{53} Among other strategies, Watson made use of words and noun phrases in the questions that specify the type of the answer "without any attempt to understand its semantics."\textsuperscript{54}

A common thread among different flavors of commonsense reasoning is the need to draw upon different forms of "background knowledge": information that is not explicit in the text being processed. For example, solving the trophy-suitcase problem requires knowledge of spatial reasoning and how the size of objects has implications for fitting one inside of the other. Nothing in the problem's single sentence contains this information. Likewise, even if that single sentence was present in a more extensive document it is unlikely that any part of the document would contain an explanation of the requisite spatial reasoning information. Not only does unstated background knowledge help with understanding text, the answer to questions asked about text may actually be a word or phrase not present in the sentence or document. For example, the following question is similar to a Winograd Schema problem because it asks which noun the pronoun "it" refers to. However, it has a crucial difference that, although small, makes it inappropriate for the Winograd Schema Challenge.

"Dave told everyone in school that he wants to be a guitarist because he thinks it is a great sounding instrument. What does 'it' refer to?"


\textsuperscript{52} See Davis, supra note 42, at 291 (explaining that the "many successes of applications of corpus-based [Machine Learning] to natural language text are very explicitly based on the avoidance of the kind of [common sense] inferences discussed here"); see also Ernest Davis & Gary Marcus, Commonsense Reasoning and Commonsense Knowledge in Artificial Intelligence, COMM. ACM, Sept. 2015, at 92, 94 ("Almost without exception, current computer programs to carry out language tasks succeed to the extent the tasks can be carried out purely in terms of manipulating individual words or short phrases, without attempting any deeper understanding; commonsense is evaded . . . .").

\textsuperscript{53} A. Kalyanpur et al., Structured Data and Inference in DeepQA, 56 IBM J. RES. & DEV. 1 (2012); see also Davis & Marcus, supra note 52, at 94 ("The key techniques in Watson are mostly of the same flavor as those used in programs like Web search engines . . . . There is no evidence that Watson is anything like a general-purpose solution to the commonsense problem.").

\textsuperscript{54} Ferrucci et al., supra note 51, at 70.
Here “it” must refer to “guitar,” a noun not mentioned in the text.\textsuperscript{55} Clearly “it” cannot refer to any of the other nouns in the sentence because “it” must be a type of “instrument” and none of the other nouns are instruments. In the context of the sentence the implication is obvious, provided we possess the background knowledge that a guitarist plays a guitar. The ability to access unstated background knowledge is used to solve a wider array of problems besides understanding what a pronoun refers to.\textsuperscript{56}

This simple example presents difficulties for common Machine Learning techniques, which generally rely exclusively on processing massive amounts of text data but do not attempt to codify and represent real-world background knowledge.\textsuperscript{57} Such techniques will fail to recognize concepts that humans implicitly assume “due to our shared background knowledge of the world and the way we talk about it in ordinary spoken language.”\textsuperscript{58} In essence, purely data-driven Machine Learning techniques “cannot model what is not there.”\textsuperscript{59}

In summary, commonsense reasoning has largely remained impervious to the most powerful Machine Learning and NLP techniques. Solving most commonsense reasoning problems via software seems to require that the software have access to a large repository of the background knowledge most people possess but take for granted. There is no accepted method for creating or organizing such a repository of background knowledge.\textsuperscript{60}

In Part III, below, this article explores legal analysis. In particular, this article explain how legal analysis typically involves background knowledge that is not disclosed in the text being processed, as well as other aspects of commonsense reasoning that continue to stymie NLP software. This characteristic of legal analysis suggests


\textsuperscript{56} SABA, supra note 34.

\textsuperscript{57} SABA, supra note 55. Saba provides evidence that the NLP technique proposed by Trinh & Le, and more broadly any other data-driven technique, “will not scale into a workable and reasonable solution” because “data-driven approaches, true to their name, can only make generalizations based on the data they process,” but not background knowledge the text does not describe.

\textsuperscript{58} Id. (emphasis in original).

\textsuperscript{59} Id.

\textsuperscript{60} Adam Richard-Bollans et al., The Role of Pragmatics in Solving the Winograd Schema Challenge, in PROCEEDINGS OF THE THIRTEENTH INTERNATIONAL SYMPOSIUM ON COMMONSENSE REASONING (Andrew S. Gordon et al. eds., 2017) (concluding that “it is clear that the necessary commonsense knowledge [for solving such problems] would involve the formalization of a notoriously extensive knowledge base. How to obtain and organize such a large knowledge base is unclear.”).
that there will be limitations in automating legal reasoning with NLP software.

III. LEGAL ANALYSIS

A. Legal Analysis: Common Sense and More

Broadly speaking, the goal of legal analysis is to interpret or apply the law to particular facts. This involves identifying the legal authority that may apply and the issues in the fact pattern that may be relevant. It can sometimes be challenging merely to understand which law and legal principles apply to a fact pattern. Moreover, even if the relevant law and facts are certain, the resolution of the legal question might remain unclear because reasonable arguments can be made for contradictory conclusions.

One might think that the process of legal reasoning would be straightforward for computers. Once the facts and law are provided to the computer, the computer would diligently determine which legal conditions are satisfied by the facts and then provide the conclusion.\(^6\)\(^1\) Unfortunately, NLP software that attempts to perform its own form of legal reasoning would have to contend with several conspicuous obstacles. The reasoning in judicial decisions may rely on unstated background knowledge or commonsense reasoning, which presents serious difficulties for NLP software attempting to understand the state of the law.\(^6\)\(^2\) Compounding this difficulty is the fact that judges will often explicitly use intuition or a similar concept in their reasoning,\(^6\)\(^3\) even though that intuition can be unexplainable and without explicit justification.\(^6\)\(^4\) Courts will often link or even equate judicial intuition with common sense.\(^6\)\(^5\)

An additional difficulty for NLP software conducting legal reasoning lies in determining the specific legal principles that are presented by a body of case law. The text of a decision does not always make clear the nature of the legal reasoning involved. The judge’s reasoning can be incomplete because crucial assumptions are not

---


\(^6\)\(^2\) See Part II supra.


\(^6\)\(^4\) Id. at 1386.

\(^6\)\(^5\) Id.; see also Richard A. Posner, The Jurisprudence of Skepticism, 86 Mich. L. Rev. 827, 838-41 (1988) (arguing that “practical” reasoning, including common sense and intuition, can answer most of the legal questions that logic cannot answer).
Indeed, with enough of the legal reasoning lacking, the decision can appear to be arbitrary.\(^6^6\)

Extracting the state of the law from judicial decisions can be especially thorny because such law might depend strongly on analogical arguments.\(^6^8\) To understand judicial decisions and how to apply them, NLP software would need to be capable of drawing appropriate analogies between different fact patterns.\(^6^9\) Crucially, legal reasoning involves identifying which similarities are relevant, not merely that similarities exist.\(^7^0\) Just what makes distinct sets of facts similar to each other “depends on the principle for which the initial case is said, on reflection, to stand.”\(^7^1\) It would be especially challenging for software to identify principles because they depend on “evaluative judgments” that try to tease out whether the principle would be inconsistent with “anything . . . to which the legal system has committed itself.”\(^7^2\) These principles can depend on moral and political theories, intuitions of public policy, avowed or unconscious, and even the prejudices of judges.\(^7^3\) In light of all of the above, it can be difficult even for legal experts to describe precisely what makes one legal argument stronger than another.\(^7^4\)

Unsurprisingly, complete start-to-finish legal analysis by NLP software is an imposing and, for the moment, infeasible goal. Legal analysis requires commonsense reasoning, both to understand which issues arise from a fact pattern as well as to determine which legal principles should be applicable. Legal analysis also requires unstated background knowledge about the real world. Some of this background knowledge may, furthermore, be specific to a domain. For example, decisions in the field of patent law frequently rely on

\(^6^6\) Richard Warner, Note, \textit{Three Theories of Legal Reasoning}, 62 \textit{S. Cal. L. Rev.} 1523, 1523 (1989) (discussing the appearance of arbitrariness in many legal decisions); \textit{see also} Kevin D. Ashley & Stefanie Bruninghaus, \textit{Computer Models for Legal Prediction}, 46 \textit{Jurimetrics J.} 309, 315-16 (2006) (“Judges may not have disclosed the features that influenced their decision or stated their rationales accurately or completely.”).

\(^6^7\) Warner, \textit{supra} note 66, at 1523.


\(^7^0\) \textit{Id.}

\(^7^1\) \textit{Id.} at 31-32.

\(^7^2\) \textit{Id.} at 32-33.

\(^7^3\) Oliver Wendell Holmes, Jr., \textit{The Common Law} 1 (Dover Publ’ns 1991) (1881).

the details of a particular field of technology or on the capabilities of people who practice in a particular field. Given that general commonsense reasoning is beyond the capabilities of state-of-the-art software, the additional burden of utilizing background knowledge and evaluating principles of case law renders general-purpose legal analysis by software an impossibility with current technology.

To address this daunting challenge, we begin by noting that the typical legal analysis task is composed of “subsidiary tasks,” such as evaluating potentially relevant facts and other pieces of information and then drawing simple inferences from those facts. Making a legal analysis task tractable for partial automation by software involves, as a first step, decomposing the task into its subsidiary tasks. The subsidiary tasks will naturally depend on the nature of the legal analysis. It will be instructive to attempt to identify the subsidiary tasks present in the legal analysis task presented immediately below as well as in Section C of Part IV.

B. Legal Analysis Example: Patent Claim Obviousness

In this section I briefly summarize a core patent law doctrine, obviousness, in order to provide a concrete example of the tasks performed in conducting a specific type of legal analysis. This example will illustrate aspects of legal analysis that are difficult for software to perform and will suggest a possible solution that allows properly-designed AI software to partially-automate legal analysis. It will also illustrate an aspect of the legal analysis that is rife with commonsense reasoning.

Under § 103 of the Patent Act, a claim of a patent is invalid “if the differences between the claimed invention and the prior art are such that the claimed invention as a whole would have been obvious . . . to a person having ordinary skill in the art.” The goal of the non-obviousness requirement is to grant patents only for those inventions that represent a sufficiently large advance over previously-known technology, i.e., over the “prior art.”

---

75. See, e.g., Robert Patrick Merges & John Fitzgerald Duffy, Patent Law and Policy: Cases and Materials 643 (3d ed. 2007) (introducing the nonobviousness requirement as “the most important of the basic patent requirements”).
Obviousness is a question of law, but it relies upon factual inquiries including the scope and content of the prior art, the differences between the prior art and the claims of the patent, and the level of ordinary skill in the art. Additional facts such as commercial success of the invention, long felt but unsolved needs solved by the invention, and the failure of others to create the invention can also be relevant to determining whether a patent claim is obvious.

The statute requires that obviousness be judged from the perspective of the “person of ordinary skill in the art,” a theoretical construct that is not descriptive of any particular individual. In this sense, the person having ordinary skill in the art is “not unlike the ‘reasonable man’ and other ghosts in the law.” This fictitious person is endowed with all existing information in the prior art. The claims must be invalidated under § 103 of the Patent Act only if that hypothetical person would find the claimed invention to be obvious.

A full legal analysis of the obviousness of a patent claim requires understanding the patent’s technology, the state of the art in the field of that technology, and the differences between the two. Although this is a necessary factual assessment, it is not sufficient. The analysis also mandates an inquiry into what exactly the person possessing ordinary skill would conclude about the obviousness of the claimed invention. This analysis must incorporate the scope of that skilled person’s knowledge and technical abilities. These abilities can be assessed by considering factors such as the educational level of the inventor, the types of problems encountered in the technical field, prior solutions to those problems, how fast innovations are made, the sophistication of the technology, and the educational level of workers in the field.

This difficult assessment is complicated by the fact that it involves considerations with very ill-defined boundaries. The obviousness determination must consider the creativity of a person of ordinary skill in the art. Also relevant is that person’s common

---

79. Id. at 17.
80. Id. at 17-18.
sense reasoning abilities. This can be especially difficult for data-driven methods that extract information from legal and other texts because the extent of creativity and common sense of the authors may not be reflected within these documents.

Understanding the range of abilities possessed by the person of ordinary skill in the art is central to many patent law doctrines besides obviousness, including enablement and indefiniteness of patent claims. Briefly, the enablement requirement demands that the patent specification teach persons of ordinary skill in the art how to make and use the claimed invention without undue experimentation. The purpose of the enablement requirement is "to extract meaningful disclosure of the invention and, by this disclosure, advance the technical arts." Similarly, to satisfy the indefiniteness requirement the patent's claims must inform those skilled in the art about the scope of the invention with reasonable certainty. This ensures that the public has clear notice of the exclusionary rights provided by the patent.

Like the reasonable person standard present in so many other areas of the law, assessing the legal contours of the person of ordinary skill intimately involves considerations like common sense and creativity that lack clear boundaries. As described above in Part II, common sense reasoning is difficult for state-of-the-art NLP techniques to carry out. Moreover, legal text that is processed by NLP software does not explicitly describe much of the knowledge on which common sense reasoning is based. Therefore, even significantly more sophisticated software could not extract this knowledge from those texts. In summary, some portions of legal reasoning lie beyond the reach of AI technology and are likely to remain so for some time. Accepting this limitation can lead to an improved model for AI systems that assist in legal reasoning tasks, as explained in Part IV.

86. Id. at 420.
87. Id. at 419; see also Perfect Web Techs., Inc. v. InfoUSA, Inc., 587 F.3d 1324, 1329 (Fed. Cir. 2009) (explaining that the obviousness inquiry may include "common sense available to the person of ordinary skill [in the art] that do not necessarily require explication in any reference or expert opinion").
89. Id. § 112(b).
93. Id. at 909. Clear notice is necessary to avoid a "zone of uncertainty which enterprise and experimentation may enter only at the risk of infringement claims." Id. at 909-10 (quoting United Carbon Co. v. Binney & Smith Co., 317 U.S. 228, 236 (1942)).
IV. IMPROVING AI FOR LEGAL ANALYSIS

A. Existing Methods of Legal Reasoning by AI

There is a large and growing body of work on computational models of legal reasoning. Ashley defines a computational model of legal reasoning as "a computer program that implements a process evidencing attributes of human legal reasoning," which "may involve analyzing a situation and answering a legal question, predicting an outcome, or making a legal argument." Ashley differentiates computational models of legal reasoning from legal text analytics, which is defined as the discovery of knowledge from legal text. Informally, the difference is between the reasoning and obtaining the information on which reasoning is based. This distinction is important for the current discussion of AI and legal analysis.

Computational models of legal reasoning, like all forms of legal reasoning, depend on knowledge such as the state of the law. However, today’s computers cannot extract all required knowledge directly from legal texts such as cases, statutes, regulations, and contracts. Instead, human experts must read legal texts, extract relevant knowledge in those texts, and manually translate this knowledge into a form that software can use to perform its legal reasoning. This “knowledge representation bottleneck” prevents NLP software from performing legal analysis from start to finish without a significant investment of human labor.

Legal text analytics is designed to extract relevant information from legal texts. For example, software can automatically annotate legal texts to indicate various concepts and their relations to each other. Software also can process case texts for argument-related information about the roles of sentences in a case. Although the software can intelligently process argument-related information, it does not understand those arguments to any profound extent. Even if legal text analytics could identify all information it attempts to locate in legal text, this class of techniques nevertheless misses

94. See generally Ashley, supra note 61, at 50-201 (describing the literature on different computational models for statutory reasoning, case-based legal reasoning, predicting legal outcomes, and legal argument).
95. Id. at 12.
96. Id. at 13.
97. Id. at 12-13.
98. Id.
99. Id. at 205.
100. Id. at 334.
101. Id. at 441.
a significant type of information: background knowledge and other implicit information not stated in the text.

B. A Proposal to Advance AI-Driven Legal Analysis

In summary, two limitations of Machine Learning systems are particularly relevant to legal analysis: performing common sense reasoning and incorporating background knowledge that is not explicit in the text being processed. Both skills are required in legal analysis, and AI generally performs poorly at both. Therefore, we should minimize the role of software in both, while at the same time utilizing software as much as possible in the remaining steps of legal analysis.

The proposal below is founded on the assumption that it is futile to ask the software to perform the cognitive manipulations of information required in commonsense reasoning. However, we can, among other things, command the software to search for and present to the human legal expert the types of information that might possibly be relevant to the legal analysis being performed. This in turn requires that the software understand the steps involved in that legal analysis, what kinds of information are potentially relevant, and how those kinds of information might be expressed in text. The software will then provide the human with information that is helpful or indispensable to the legal analysis, though the human retains ultimate responsibility for drawing the conclusions that follow from that information.

This computational model of legal reasoning partitions responsibility for legal analysis between the human and the legal expert. The collaborative activity, known as “cognitive computing,” allows humans and computers to each perform the kinds of intelligent activities that they can do best.102 This is very much in line with Ashley’s observation that although software cannot read legal texts in the sense that humans read, it can nevertheless intelligently process those texts to identify elements that are relevant to a problem and bring these elements to the user’s attention.103

I begin by describing the proposed process for designing an AI system that is tailored to a specified legal domain. I then expound on this proposal by outlining a specific example of its usage for the patent law question of claim definiteness.

The first step in the design process is for the legal expert to select one or more particular forms of legal analysis in some area of law.

102. Id. at 3.
103. Id. at 22.
For example, one might decide that the AI system should analyze whether a valid contract has been formed under Virginia law. It may be acceptable to select several distinct but related forms of legal analysis if there is sufficient overlap between them.

Next, the legal expert develops an outline of the steps that must be performed in this legal analysis, including the details and permutations possible for each step. For example, in analyzing whether a valid contract has been formed, each of the requisite elements of contract formation must be established. The inquiry for a single element can be complex so the details of each must be outlined. For example, in determining whether conduct and words would convey to a reasonable person an intent to be bound, the expert would thoroughly review applicable case law to understand and outline exactly which kinds of conduct and words do or do not convey an intent to be bound. This case law review would reveal many specific examples that the expert would use in the steps that follow.

The next step in the proposed process is to identify the information that is possibly, though not necessarily, useful to the legal analysis. Continuing with the contract example, information such as whether there is a prior arrangement to be bound by subsequently-passed rules, or whether the agreement had been read by all parties can be relevant to whether an intent to be bound has been conveyed.

Extracting information from text can be deceptively difficult depending on the complexity of the information and how such information might be represented in text form. For example, a single type of information might be capable of being written using very different words and phrases. Where the information of interest exists in legal instruments such as contracts, wills, or patents that are drafted by an attorney, the experienced attorney can offer significant insights. Knowledge of the legal drafting process, and in particular how the drafter can use different patterns of text to represent a particular concept, can help in the design of NLP software that is better able to identify and extract the desired information from text. It is at this point that the legal expert must collaborate


with NLP experts to help understand and then define exactly what patterns of text can express the desired information.107

The final step of the proposed process is to define the preferred manner to aggregate and convey the information identified by the NLP software. For example, for the legal analysis of contract formation the software could aggregate, for each element of formation, the pieces of information for and against a conclusion that the element is satisfied. Such aggregation can also entail drawing simple inferences from the information. For legal analysis that is performed en masse over several fact patterns, such as in the analysis of hundreds of contracts, it can be advantageous to calculate scores for the legal analysis applied to a particular document. For example, by counting all evidence in favor of and against some conclusion (e.g., the contract lacks consideration) and noting for each contract whether the evidence strongly or weakly favors the conclusion or its negation, the software could provide a score for each contract or other document. The software could also quickly identify a subset of the contracts that are more likely, or less likely, to meet that conclusion based on their scores. This en masse scoring allows the decision maker’s attention to be quickly focused on documents that are likely to meet their desired criteria, e.g., contracts that are very likely or very unlikely to lack consideration.

According to a common recommendation in innovation processes such as design thinking108 and agile development,109 iteratively developing the AI system can help to produce a higher quality design in a shorter amount of time. One should feel free to revisit the earlier stages of the process, such as identifying information, once insights are produced in later stages, such as defining how to aggregate information that is collected.

A noteworthy aspect of this process is that legal analysis is used to design the AI software, and therefore the entire process is imbued with significant domain knowledge. Domain knowledge can improve the performance of AI software.110 Machine Learning systems often do not incorporate domain knowledge, instead being

108. See generally Tim Brown, Design Thinking, HARV. BUS. REV., June 2008, at 84.
110. See, e.g., Vincent Aleven, Using Background Knowledge in Case-Based Legal Reasoning: A Computational Model and an Intelligent Learning Environment, 150 ARTIFICIAL INTELLIGENCE 183 (2003) (arguing that it is necessary to represent and apply middle-level
driven purely by analysis of the raw data devoid of context. This may be because Machine Learning practitioners can have difficulty understanding or applying domain knowledge.

Note also that the proposed design process is somewhat contrary to the typical Machine Learning paradigm. The purely data-driven Machine Learning system learns all relevant patterns from being exposed to numerous examples, rather than by being told what kinds of patterns are useful or interesting. In contrast, the proposed process delegates this cognitive task of identifying important data to the legal expert. Although this imposes a burden on the human, software would not be able to learn these patterns with sufficient accuracy.

The identification of information that is potentially relevant to the legal analysis has another benefit beyond bringing important information to the attention of the user of the NLP software. This information could be useful in future efforts to train a Machine Learning system to perform more advanced legal analysis with less human input than described in this article. Note that in the process proposed above, potentially-relevant information must first be identified. Moreover, when the NLP software proposed above is used by lawyers, the lawyers’ evaluations and legal conclusions based on this information could eventually be captured. Such evaluations and conclusions could then form a set of training data of inputs (relevant information) and outputs (legal conclusions based on this information). This training data could be used to teach a future Machine Learning system to learn how to draw the same sorts of conclusions from relevant information.

C. An Example of the Proposed Process: AI for Patent Indefiniteness

In this section, I provide a brief overview of the legal standard for patent claim indefiniteness. The purpose of this exposition is to understand not only the analysis that the legal decision maker undertakes but also the types of information that are relevant to the normative background knowledge in order to address case-based argumentation. The proposal offered in this article is similar to Aleven’s in identifying the main issues raised by a problem. Id. at 193-94. However, Aleven’s system, to my knowledge, does not incorporate the NLP systems for extracting information from text as proposed here.

111. Ting Yu et al., Incorporating Prior Domain Knowledge into Inductive Machine Learning, 73 NEUROCOMPUTING 2614, 2614 (2010).
112. Id.
113. Surden, supra note 2, at 90-93.
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analysis. Both will be used in designing AI software to partially automate the indefiniteness analysis in an example that follows.

The definiteness requirement is specified in 35 U.S.C. § 112(b), which requires that the “specification shall conclude with one or more claims particularly pointing out and distinctly claiming the subject matter” of the invention. The United States Supreme Court recently clarified this statutory standard by ruling that “a patent is invalid for indefiniteness if its claims, read in light of the specification delineating the patent, and the prosecution history, fail to inform, with reasonable certainty, those skilled in the art about the scope of the invention.” The “reasonable certainty” standard balances two interests. On the one hand, patent claims should provide the public with “clear notice” of the exclusionary rights provided by the patent. Distinct claims “guard against unreasonable advantages to the patentee and disadvantages to others arising from uncertainty as to their respective rights.” On the other hand, “the definiteness requirement must take into account the inherent limitations of language.” Accepting some uncertainty is the “price of ensuring the appropriate incentives for innovation.”

Claim definiteness is a question of law that the courts review without deference. This flows from a court’s obligation to construe claims de novo. Nevertheless, the definiteness inquiry depends on “the understanding of a skilled artisan at the time of the patent application, not that of a court viewing matters post hoc.” Thus, the level of skill of the person having ordinary skill in the art is relevant to definiteness.

116. Id. at 909-10. Clear notice is necessary to avoid “[a] zone of uncertainty which enterprise and experimentation may enter only at the risk of infringement claims.” Id. (quoting United Carbon Co. v. Binney & Smith Co., 317 U.S. 228, 236 (1942)).
119. Id. (quoting Festo Corp., 535 U.S. at 732).
123. AllVoice Computing PLC v. Nuance Comm’ns, Inc., 504 F.3d 1236, 1240 (Fed. Cir. 2007) (citing Miles Labs., Inc. v. Shandon, Inc., 807 F.2d 870, 875 (Fed. Cir. 1989)).
One commentator has suggested that it can be helpful to consider two distinct types of definiteness, linguistic and physical. Claims that can be construed in more than one way by the person of ordinary skill are linguistically indefinite, while claims whose single meaning does not sufficiently delineate a necessary relationship among claim elements are physically indefinite. For example, claims "with comparative terms or ambiguous spatial relationships between claim elements fail to meet the physical-definiteness requirement,"

The review of the legal standard for indefiniteness highlights several types of information, each of which can be relevant depending on the facts in the case at hand. Listed below are several types of information which can be automatically extracted from patent text. Accompanying each is a brief description of the potential relevance of the information to the indefiniteness inquiry. For simplicity, I present only three types of information, each of which involves only features related to claim terms. Many additional types of information are relevant to indefiniteness, some possessing a very different character than the types listed below.

1. **Claim term is not defined or not used in the specification.**

The definiteness of a claim depends on whether the terms used in the claim have ascertainable meanings, so an inspection of claim terms is useful to the indefiniteness analysis. The mere presence or absence of a definition for a claim term is information potentially useful to the indefiniteness analysis. If a claim term is not defined in the specification, then this suggests that the claim is (at least somewhat) less likely to be definite; the patent’s specification might not provide the person of ordinary skill with enough information to

---

125. *Id.* at 342.
126. The Center for AI and Patent Analysis (CAPA) at Carnegie Mellon University conducts original research on new classes of AI tools for various users of the patent system. Several projects involve NLP systems for partially-automated patent analysis, including a more extensive version of the patent indefiniteness project described here.
127. Cox Commc’ns, Inc. v. Sprint Commc’n Co., 838 F.3d 1224, 1232 (Fed. Cir. 2016) ("[T]he common practice of training questions of indefiniteness on individual claim terms is a helpful tool. Indeed, if a person of ordinary skill in the art cannot discern the scope of a claim with reasonable certainty, it may be because one or several claim terms cannot be reliably construed.").
understand the meaning of the term. Nevertheless, if no definition is provided, mere usage of the term in the patent can be sufficiently informative “if the meaning of the term is fairly inferable from the patent.” What is most relevant is whether the claim term is well understood by one of ordinary skill in the art and thus would not need any explanation or clarification in the patent.

2. **Claim term is coined.**

The patent drafter is permitted to use claim terms of her own devising. That is, the patent drafter may have invented a new term rather than used a term known in the literature of the relevant technical field. Such terms need not have ever appeared in any previous publication or patent. If the term has never appeared in any previous publication or patent, then it is possible that the person of ordinary skill would not ascribe a definite meaning to the term. If so, it is incumbent on the patent drafter to define the custom term, or risk the claim being considered indefinite.

3. **Claim term is potentially vague.**

Terms denoting unspecified limits, including terms of degree and inherently vague adjectives, can be problematic. The inclusion of such words increases the likelihood that the claim does not have the requisite amount of certainty to satisfy the definiteness requirement. In patent claims, this can occur with the use of the modifier “substantially.” For example, the claim may include a term of de-
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129. Id.
131. See, e.g., Vitronics Corp. v. Conceptronic, Inc., 90 F.3d 1576, 1582 (Fed. Cir. 1996) (noting that a patentee may choose to be his own lexicographer).
132. See Advanced Ground Info. Sys., Inc. v. Life360, Inc., 830 F.3d 1341, 1348-49 (Fed. Cir. 2016) (holding that claim term “symbol generator” was not a term of art and was indefinite).
133. Cf. Vitronics Corp., 90 F.3d at 1582 (“[A] patentee may choose to be his own lexicographer and use terms in a manner other than their ordinary meaning, as long as the special definition of the term is clearly stated in the patent specification or file history.”).
134. Capital Sec. Sys., Inc. v. NCR Corp., 725 Fed. App’x 952, 959 (Fed. Cir. 2018) (affirming district court’s holding of indefiniteness because the claim term “transactional operator” “has no commonly-accepted definition and its scope is unclear in view of the intrinsic evidence”).
gree, such as a distance between components that must be “substantially equal to,” some amount, a balloon that must be “substantially filled,” or a chemical that does not “interfere substantially” with some capability. To avoid indefiniteness, there must be “some standard for measuring that degree,” either in the patent itself or from the knowledge of a person of ordinary skill in the art. If the claim provides “enough certainty to one of skill in the art when read in the context of the invention,” then the claim is not indefinite.

Other words besides modifiers introduce a potentially-indefinite term of degree into the claim. For example, adjectives such as “fragile” can be ambiguous as to the requisite degree of the fragility of the gel, thus rendering the term indefinite. Similarly, the claim term “at least partially soluble in water” has been held to be improperly vague.

However, definiteness does not require that the claim provide mathematical precision. Terms of degree without numerical limits can nevertheless be considered definite, particularly if the relevant field of technology admits no more precise way of specifying the invention. The key issue is whether the specification provides some standard for measuring that degree.

In summary, it would be useful for AI software to assist in the indefiniteness analysis by identifying in the patent (and possibly in other patents as well): (1) whether the terms in the claims are defined or used in the patent, (2) whether the claim term appears to be coined rather than in common usage, and (3) whether any claim

137. Enzo Biochem, Inc. v. Applera Corp., 599 F.3d 1325, 1329 (Fed. Cir. 2010). Though the term “not interfering substantially” does not provide a precise numerical measurement, the intrinsic evidence provided “a general guideline and examples sufficient to enable a person of ordinary skill in the art to determine [the scope of the claims].” Id. at 1335 (quoting In re Marosi, 710 F.2d 799, 803 (Fed. Cir. 1983)).
138. Id. at 1332 (quoting Seattle Box Co., 731 F.2d at 826).
143. Invitrogen Corp. v. Biocrest Mfg., L.P., 424 F.3d 1374, 1384 (Fed. Cir. 2005); Sonix Tech. Co. v. Pubins Int'l, Ltd., 844 F.3d 1370, 1377 (Fed. Cir. 2017) (“Because language is limited,” terms of degree are not inherently indefinite.)
144. Rosemount, Inc. v. Beckman Instruments, Inc., 727 F.2d 1540, 1547 (Fed. Cir. 1984) (affirming a district court’s holding that the term “close proximity” is as precise as the subject matter permits).
terms are inherently vague words. Further, aggregating this information, such as for each claim or each claim term, would help the lawyer quickly assess the totality of the evidence presented by the software. One way to aggregate this information would be to simply present all information in a list for the lawyer's review. Another way to aggregate this information would be to develop a simple score, such as counting the percentage of claim terms that lack a definition or counting the number of vague terms in the claims. This type of simple score would allow the lawyer to rapidly assess a large number of patents and would focus the lawyer's attention on the patents most likely to merit further review.

CONCLUSION

A review of contemporary NLP software reveals both impressive capabilities as well as serious shortcomings. The inability of NLP software to perform robust commonsense reasoning and utilize shared background knowledge prevents many types of legal analysis from being fully automated. Nevertheless, an appropriate division of labor between the lawyer and the computer enables a new class of partially-automated legal analysis. NLP tools designed with the aid of the legal expert can exploit concrete knowledge of case law, allowing software to identify in legal texts different types of information used in conducting specific forms of legal analysis. This type of NLP tool would be tailored to a narrow field of law but would thereby leverage profound expertise in that field to more accurately identify, aggregate, and display relevant information to the legal decision maker. Though such NLP software would not perform all of the steps in the desired legal analysis, the software would allow the user to search for and utilize necessary information faster than if the user worked unaided.

This paradigm is especially useful in the field of patent law because the patent document contains in text form much of the information necessary to perform different types of legal analysis. Moreover, knowledge of the drafting techniques of patent attorneys can be employed to better understand how different types of relevant information can be expressed in text form. This in turn leads to more effective NLP techniques to extract that information. It is hoped that this process for designing NLP software will facilitate greater exposure to NLP software by those in the legal field and foster more collaboration between the Machine Learning and legal communities.