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In May 2017, WannaCry malware spread across the globe by exploiting a known vulnerability in Windows called EternalBlue.\textsuperscript{1} WannaCry encrypted files on infected Windows systems.\textsuperscript{2} The malware impacted schools, hospitals, and businesses in over 150 countries,\textsuperscript{3} including the British National Health System, which spent nearly $100 million to fix its systems.\textsuperscript{4} Two months earlier, Windows had released patches for the EternalBlue vulnerability.\textsuperscript{5} Had the patches been installed, the malware would not have impacted

\begin{enumerate}
\item Russell Goldman, What We Know and Don’t Know About the International Cyberattack, N.Y. TIMES (May 12, 2017), https://www.nytimes.com/2017/05/12/world/europe/international-cyberattack-ransomware.html.
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the Windows systems. In June 2017, another piece of malware, known as NotPetya, exploited the same Windows vulnerability to cause even more damage. NotPetya irreversibly encrypted computers in a way that made it impossible to recover the computer or the data on it. NotPetya caused large, multinational companies to go offline for weeks and caused billions in damages. It has been called the “most destructive and costly cyber-attack in history.”

Not only did the malware impact operations at affected companies, it also had legal impacts. In June 2017, Nuance, a speech recognition software vendor, was a victim of the NotPetya attack, which cost the company more than $90 million. Nuance was also the defendant in two lawsuits brought by two of Nuance’s customers. The lawsuits alleged Nuance failed to use reasonable care in its information security practices. Specifically, one of the customers alleged that although in March 2017 the customer had installed the Windows patch for EternalBlue on its Windows systems, Nuance did not. The customer alleged that because Nuance’s network had administrator-level credentials to the customer’s network, the malware entered the customer’s network and caused nearly $11 million in damage.

Each year software and hardware vendors release thousands of updates to patch vulnerabilities in their software. Over the past

---

8. Id. at 532.
10. Id.
15. Complaint, supra note 14, at ¶¶ 37, 56.
twenty years, the number of vulnerabilities has largely increased each year. Companies that rely on the software and hardware to run their businesses must sift through the deluge of notifications and determine which patch should be prioritized in order to prevent a hacker from exploiting an unpatched vulnerability and using it to get inside the company network. Vendors typically assign a score, using the Common Vulnerability Scoring System (CVSS), to each vulnerability to indicate the likelihood and impact of exploitation. Some vulnerabilities are considered important enough that the United States Department of Homeland Security orders all federal agencies to implement a patch within a particular time period. In fact, in May 2017, President Trump issued an Executive Order on Strengthening the Cybersecurity of Federal Networks and Critical Infrastructure which found that “[k]nown but unmitigated vulnerabilities are among the highest cybersecurity risks faced by executive departments and agencies.” These “[k]nown vulnerabilities include[d] using operating systems or hardware beyond the vendor’s support lifecycle” and “declining to implement a vendor’s security patch.”

Many data breaches that occur each year are due to unpatched vulnerabilities. Reports vary about how many data breaches are due to known unpatched vulnerabilities. One study reported sixty percent of the breaches could have occurred because a patch was available for a known vulnerability but not applied. Another report found that one in three breaches are caused by unpatched vulnerabilities.
Although the process of prioritizing and implementing patches is technical and typically not the responsibility of an organization’s legal department, unpatched software is a legal risk for organizations. With the evolution of cybersecurity regulation and litigation, legal liability relating to vulnerability and patch management is no longer theoretical. Because software vendors typically notify their customers about vulnerabilities in their software and the availability of updates, regulators may take the position that companies that use the software are generally on notice of the vulnerabilities. Due to the increase in the number of disclosed vulnerabilities and the increased general acceptance of security standards, regulators have been paying greater attention to whether companies are patching known software vulnerabilities. Because company lawyers may not be sufficiently technically knowledgeable to understand the IT department’s approach to vulnerability and patch management, it can be a blind spot for the legal department. Conversely, the IT department may not understand the legal implications of the work they do in this arena. This article attempts to bridge that gap.

This article begins with an overview, in non-technical terms, of the tools generally available and processes implemented for vulnerability management and patch management. Section II identifies some of the evolving security standards that regulators and plaintiffs may rely on to show that companies are legally required to have vulnerability management and patch management. Section III identifies U.S. legal implications of vulnerability management and patch management and factors that a court and regulators may consider.
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The other end of the spectrum is reporting that the root cause of only two percent of breaches was missing patches. See SARA BODDY & RAY POMPON, THREAT INTELLIGENCE REPORT: LESSONS LEARNED FROM A DECADE OF DATA BREACHES (2017), https://www.f5.com/content/dam/f5/downloads/F5_Labs_Lessons_Learned_from_a_Decade_of_Data_Breaches_rev.pdf. This report points out that some phishing cases are only successful if the end user’s machine is not patched properly. Id. at 36 (“For phishing cases that rely on users opening a malicious file (which can then exploit a vulnerability on the system), patch, update, and patch again!”).


II. OVERVIEW OF VULNERABILITY MANAGEMENT AND PATCH MANAGEMENT

Most computer users are familiar with software updates. Whether it is an update for the operating system on a Windows computer or an iPhone, the update fixes bugs or vulnerabilities in the software. In a business setting, the employees who use a laptop to carry out their duties, also called “end users,” are generally unaware of the various software on the company’s network and the updates. The responsibility for identifying the software that needs to be updated, prioritizing the updates, and implementing the updates usually falls to the information technology and information security teams. The technical terms for these processes are vulnerability management and patch management. A non-technical overview of the tools used for these processes are explained below.

A. Vulnerability Management

The processes by which vulnerabilities are identified are varied. Every day, computer security researchers examine software for problems in the computer code that cause the software to do something it is not intended to do. These weaknesses, or vulnerabilities, in the software could be exploited by an attacker to perform an unauthorized action within a computer system. Ideally, before publicly disclosing the vulnerability, the computer security researcher notifies the software vendor about the vulnerability and gives the vendor an opportunity to create a “patch” that fixes the vulnerability. Once the vulnerability has been publicly disclosed,
the Mitre Corporation (MITRE), a federally funded research center, assigns the vulnerability a unique Common Vulnerability Enumeration (CVE), and the National Institute of Standards and Technology (NIST) publishes information about the vulnerability in the National Vulnerability Database (NVD). Within an organization, the IT team or information security team is responsible for reviewing the software on the organization’s network to identify, classify, remediate, and mitigate the software vulnerabilities. The process of “identifying, classifying, remediating, and mitigating vulnerabilities” is called vulnerability management.

There are several different ways an IT team can become aware of a newly identified software vulnerability. One typical way is through email notifications directly from the software vendor. Typically, the IT team signs up for these notifications based on the software the business is running. Another typical way is through the use of software—vulnerability scanners—to “scan” systems and networks for hosts using outdated or unsupported software. A “host” includes servers, desktop personal computers, or personal electronic devices. The vulnerability scanners generate a report that identifies the total number of identified hosts and vulnerabilities, including a risk level for each vulnerability. In addition to identifying software vulnerabilities that require patching, the results from the vulnerability scanners can identify vulnerabilities

---

38. PARK FOREMAN, VULNERABILITY MANAGEMENT 1 (2d ed. 2019).
40. See, e.g., id.
due to configuration problems or outdated certificates.\textsuperscript{44} While these are vulnerabilities that the IT and information security teams should address, they are separate from vulnerabilities that require patching.

Traditionally, vulnerability scanners were “agentless,” but agent-based scanning is also now available.\textsuperscript{45} In addition to the decision about whether to use agentless scanning, agent-based scanning, or both, the IT and information security teams must decide how often to scan and what to scan.\textsuperscript{46} Agentless scanning and agent-based scanning offer different features for identifying vulnerabilities which are explained below.

1. Agentless Scanning

Agentless scanning relies on one or more servers to perform network scanning of each host. The scan collects information about the host, including what versions of different software the host is running.\textsuperscript{47} Agentless scanning can be “credentialed” or “non-credentialed.”\textsuperscript{48} Credentialed scanning requires that the IT team enter an administrator username and password into the scanning application.\textsuperscript{49} The application then has greater access to the host to return more accurate scanning results. In a given network, there is likely more than one set of administrator credentials. The process of ensuring the scanning application has the correct administrator credentials can be burdensome. The analogies for the difference between “credentialed” or “non-credentialed” are many, including the difference between an x-ray and an MRI or a home inspection conducted from the sidewalk versus going inside the home.\textsuperscript{50}

The scope of agentless scanning is limited to hosts on the local network. This means laptops and mobile devices not on the network during the scan are omitted from the results.\textsuperscript{51} Other

\begin{footnotes}
\item[44] Atkinson, supra note 30.
\item[46] See id.
\item[47] Id.
\item[48] This is also referred to as “authenticated” or “unauthenticated” scanning. See Lucian Constantin, \textit{What Are Vulnerability Scanners and How Do They Work?}, CSO ONLINE (Apr. 10, 2020, 3:00 AM), https://www.csoonline.com/article/3537230/what-are-vulnerability-scanners-and-how-do-they-work.html.
\item[49] Id. Because the administrator password can be intercepted, some IT teams use keys or certificates for credentialed scans.
\item[51] Souppaya & Scarfone, supra note 45, at 9.
\end{footnotes}
limitations of agentless scanning include other security controls that may inadvertently block the scanning and considerations due to the scanning consuming excessive amounts of bandwidth.\

2. Agent-Based

Unlike agentless scanning, agent-based scanning requires the installation of software, an “agent,” on each host. The agent has administrator privileges, which ensures every scan is “credentialed.” The agent sends the information back to a server that collects information about the host including what versions of software the host is running. Unlike agentless scanning, agent-based scanning is not dependent on the host being on the corporate network.

B. Patch Management

The scale of correctly and safely implementing a patch across an entire organization can be challenging. Prior to releasing a patch, software vendors test the patch to ensure the software continues to properly function. However, it is not possible for the software vendor to test how every application or third-party software will react to the patch. This task is left to IT departments. Typically, the IT department tests the patch in a test environment to see whether it causes other applications to perform in unexpected ways, including causing other applications to crash or run slowly. After testing the patched software, the IT department will decide to install the patch or not. In some cases, companies have found it prudent to delay the installation of a patch while awaiting any report of security issues related to the patch itself. If the IT department installs the patch, the final step in the process is verifying the installation. This resource intensive process of “identifying, acquiring, installing, and verifying patches for products and systems” is called patch management.\

Because the process is resource intensive, IT departments must make decisions about how to optimally patch the vulnerabilities that pose the greatest risk to the organization. Typically, the process is formalized in a patch management process or procedure and may include a service-level agreement (SLA) between the IT and information security teams. The process, procedure, and SLA can vary in terms of the level of detail it contains, including the length of time available for the IT department to patch vulnerabilities

52. Id.
53. Id. at 2.
based on severity rating, e.g., critical vulnerabilities must be patched within one week.\textsuperscript{54}

Organizations typically consider the following characteristics when making decisions about which vulnerabilities to prioritize.

1. \textit{Severity Based on CVSS}

The CVSS is a de facto international standard for measuring the severity of a vulnerability.\textsuperscript{55} The CVSS score uses eight characteristics of a vulnerability to produce a numeric score between zero and ten, which corresponds to a severity rating: low (0.1–3.9), medium (4.0–6.9), high (7.0–8.9), and critical (9.0–10.0).\textsuperscript{56} As explained above, the severity of the EternalBlue vulnerabilities used in the NotPetya and WannaCry malware was “high.” One of the EternalBlue vulnerabilities was CVE-2017-0143. The numeric score for the vulnerability was 8.1. As an example of the CVSS rating, the eight characteristics for the vulnerability and a brief explanation of the applicable characteristic are as follows:

- **Attack Vector—Network.** The vulnerability can be executed remotely.
- **Attack Complexity—High.** A successful attack cannot be accomplished at will, but requires the attacker to invest in some measurable amount of effort in preparation before a successful attack can be expected.
- **Privileges Required—None.** The attacker does not require any prior access to settings or files to carry out the attack.
- **User Interaction—None.** The vulnerable system can be exploited without any interaction by a user. For example, it does not require a user to open a file or click on something.
- **Scope—Unchanged.** The exploited vulnerability can only affect systems managed by the same authority.
- **Confidentiality—High.** The attacker is able to divulge all the resources within the impacted system.
- **Integrity—High.** The attacker is able to modify all files protected by the impacted system.

\textsuperscript{54} When an SLA identifies required due dates for different vulnerabilities based on severity, the SLA due dates may have to account for situations where a CVE does not have a patch immediately available.


• Availability—High. The attacker is able to fully deny access to resources in the impacted system.

One common approach to patch management is to prioritize patches based on the CVSS score. For internet-accessible systems, the Department of Homeland Security requires federal agencies remediate critical vulnerabilities within fifteen calendar days of initial detection and high vulnerabilities within thirty calendar days of initial detection. Similarly, the Payment Card Industry Data Security Standard (PCI-DSS) contains a requirement that no medium, high, or critical vulnerabilities be present on internet-accessible systems within the payment card environment, absent compensating controls.

Even if an organization limits its patch management to critical and high vulnerabilities, the number of vulnerabilities can be overwhelming. Between 2017 and 2020, there were more than 4,000 critical and high vulnerabilities reported by US-CERT each year.

2. Availability and Use of an Exploit

A different approach to patch management focuses on whether attackers have exploited the vulnerability or whether an exploit is available. A vulnerability is only a weakness in particular software. In order for an attacker to exploit the vulnerability, the attacker needs a written exploit—software code that takes advantage of the vulnerability. Of the thousands of vulnerabilities identified in software every year, written exploits are available for only a small percentage. An even smaller number of exploits are

59. PAYMENT CARD INDUS. DATA SEC. STANDARD, REQUIREMENTS AND SECURITY ASSESSMENT PROCEDURES 99 (May 2018) (Requirement 11.2.2–11.2.3).
60. National Vulnerability Database: CVSS Severity Distribution over Time, NAT'L INST. STANDARDS & TECH., https://nvd.nist.gov/general/visualizations/vulnerability-visualizations/cvss-severity-distribution-over-time (last visited Feb. 12, 2021). The chart relies on CVSS V2 scores, instead of the current CVSS V3. See id. Under CVSS V2, a numeric value of seven or greater was a high severity vulnerability. Id. CVSS V3 added an additional severity level of critical for numeric values of nine or greater. Id.
62. MEHRAN BOZORGI ET AL., BEYOND HEURISTICS: LEARNING TO CLASSIFY VULNERABILITIES AND PREDICT EXPLOITS (2010), https://cseweb.ucsd.edu/~saul/papers/kdd10_exploit.pdf (estimating written exploits are available for 10–15% of vulnerabilities); Jacobs et al., supra note 55, at 5 (estimating written exploits are available for approximately 12% of vulnerabilities).
actually used to target corporate networks. One approach suggested by security researchers is to prioritize patching based on whether a published exploit is available.

3. Characteristics of the System

A third consideration for determining which systems to patch is the characteristics of the system. Important characteristics include whether or not the system is internet facing and how critical the system is to the business. A system that is internet facing is more vulnerable to exploitation because an attacker does not need to be on the same network to exploit the vulnerability. The criticality of the system to the business is important because critical systems should be prioritized for patching.

C. Other Compensating Controls

Sometimes patching a piece of software is not practical because it would be too disruptive to the organization. Some older systems may be “fragile” and critical to the business. Because the system is fragile, patching the system may break the critical application or service. Other operating systems may not be able to be patched because they have applications that do not work with newer versions of the operating system. This can occur when a version of Microsoft Windows reaches its end of life. For example, Microsoft stopped supporting Windows 7 in January 2020, and it will end support for Windows 10 in May 2021.

When this occurs, the IT and information security teams will typically rely on other techniques, or “compensating controls,” to reduce the risk that the vulnerability will be exploited. The other techniques can include increasing logging and monitoring on the unpatched systems or reducing accessibility to the system through

63. Carl Sabottke et al., Vulnerability Disclosure in the Age of Social Media: Exploiting Twitter for Predicting Real-World Exploits (2015), https://www.usenix.org/system/files/conference/usenixsecurity15/sec15-paper-sabottke.pdf (observing exploits in the wild for 1.3% of vulnerabilities); Jacobs et al., supra note 55, at 2 (observing exploits in the wild for 5.5% of vulnerabilities).

64. Jacobs et al., supra note 55, at 10 (“For example, if a firm addresses vulnerabilities that have a proof-of-concept code published in Exploit DB, our model will achieve a comparable level of coverage, ‘but at one-quarter the level of effort.’”) (emphasis added).

an “allow list.” An allow list is a list of IP addresses that are permitted to access the unpatched system.

III. OVERVIEW OF SECURITY STANDARDS RELATING TO VULNERABILITY AND PATCH MANAGEMENT

Like many other technical areas of responsibility, non-profit organizations and government agencies provide technical standards to guide information security professionals. The standards address a wide range of security concepts and establish “best practices” for different aspects of a comprehensive information security program. All of the leading security standards now reference vulnerability management and patch management. The leading security standards include the National Institute of Standards and Technology (NIST), Center for Internet Security’s Critical Security Controls, International Organization for Standardization (ISO) 27000 standards, and PCI-DSS. These standards have been endorsed by the California Attorney General’s Office and the Ohio Data Protection Act. An overview of the leading security standards and their references to vulnerability management and patch management are provided below.

A. NIST

NIST is an agency of the United States Department of Commerce that functions as the “lead national laboratory for providing the measurements, calibrations, and quality assurance techniques which underpin United States commerce, technological progress, improved product reliability and manufacturing processes, and public safety.” In 2014, Congress amended the National Institute of Standards and Technology Act and directed NIST to develop a “voluntary, consensus-based, industry-led set of standards, guidelines, best practices, methodologies, procedures, and processes to


cost-effectively reduce cyber risks to critical infrastructure.”

The same year, NIST published version 1.0 of the NIST Cybersecurity Framework. In April 2018, NIST published version 1.1, the current version of the NIST Cybersecurity Framework (NIST Framework). The NIST Framework identifies five core “functions” for cybersecurity and matches each function with a subcategory and an informative reference for existing standards and guidelines. The following subcategories notably identify and address vulnerability management and patch management as part of these best practices:

- DE.CM-8: Vulnerability scans are performed.
- ID.RA-1: Asset vulnerabilities are identified and documented.

Another relevant NIST publication is NIST’s flagship information security publication, Special Publication 800-53, Security and Privacy Controls for Information Systems and Organizations, which provides a catalog of security and privacy controls for information systems and organizations. In this document, two controls relevant to vulnerability management and patch management are set forth: Control RA-5, Vulnerability Monitoring and Scanning, cites monitoring and scanning for vulnerabilities in the system at a frequency defined by the organization, while Control SI-2, Flaw Remediation, recommends that organizations test software updates then install “security-relevant” software updates within an “organization-defined time period” after release of the update.

B. Center for Internet Security Controls

The Center for Internet Security (CIS) is a nonprofit organization whose mission is “to make the connected world a safer place by developing, validating, and promoting timely best practice solutions that help people, businesses, and governments protect themselves

---

72. Id. at 6–7.
74. Id. at 269.
75. Id. at 333.
against pervasive cyber threats.” Similar to NIST, CIS has developed the “CIS Controls,” a set of twenty security controls. Among the six priority controls, referred to as the “Basic CIS Controls,” is CIS Control 3: “Continuous Vulnerability Management.” The sub-controls for CIS Control 3 address the specific requirements to implement the control:

- CIS Control 3.1: Run Automated Vulnerability Scanning Tools
- CIS Control 3.2: Perform Authenticated Vulnerability Scanning
- CIS Control 3.3: Protect Dedicated Assessment Accounts
- CIS Control 3.4: Deploy Automated Operating System Patch Management Tools
- CIS Control 3.5: Deploy Automated Software Patch Management Tools
- CIS Control 3.6: Compare Back-to-back Vulnerability Scans
- CIS Control 3.7: Utilize a Risk-rating Process

Additionally, CIS Control 18.8, relating to Application Software Security, requires that organizations “[e]stablish a process to accept and address reports of software vulnerabilities, including providing a means for external entities to contact [the organization’s] security group.”

C. ISO

The ISO is an international organization that publishes standards for different industries, including information security. The ISO 27000 standards series, which are published jointly by the ISO and the International Electrotechnical Commission (IEC), is meant to provide best practices for information security management.

Organizations that adopt and implement ISO 27000 can hire third-party auditors to certify the company as compliant with different standards that are part of the series. A common standard for certification is ISO 27001. The next standard in the series, ISO 27002, provides a reference for organizations implementing ISO 27001. One of the controls, or measures taken to reduce information security risks, identified in ISO 27002 is control A.12.6—Technical vulnerability management. This control requires that “[i]nformation about technical vulnerabilities of information systems being used should be obtained in a timely fashion, the organization’s exposure to such vulnerabilities evaluated and appropriate measures taken to address the associated risk.” A series of other steps and implementation guidance includes maintaining an accurate inventory of assets on the network, identifying roles and responsibilities for members of the organization who support vulnerability management, creating a timeline for the process, and analyzing the risks for implementing a patch.

D. PCI-DSS

The PCI-DSS is a standard promulgated by the payment card industry that applies to the various entities that process payment cards—merchants, processors, service providers, and banks. First released in 2004 and updated periodically, the standard sets a baseline of technical and operational requirements that the payment card brands direct entities to follow. The current version requires organizations to scan for internal and external security vulnerabilities and patch or mitigate them. In addition, PCI-DSS explicitly requires the minimum frequency for scanning, the time in which patches must be applied, and the risk rating score for patching:

- Requirement 6.1: Establish a process to identify security vulnerabilities using reputable outside sources for security vulnerability information and assign a risk ranking (for example as “high” “medium” or “low”) to newly discovered security vulnerabilities.
- Requirement 6.2: Ensure that all system components and software are protected from known vulnerabilities by
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installing applicable vendor-supplied security patches. Install critical security patches within one month of release.

- Requirement 11.2: Run internal and external network vulnerability scans at least quarterly and after any significant change in the network (such as new system component installations changes in network topology firewall rule modifications product upgrades).
- Requirement 11.2.1: Perform quarterly internal vulnerability scans. Address vulnerabilities and perform rescans to verify all “high risk” vulnerabilities are resolved in accordance with the entity’s vulnerability ranking (per Requirement 6.1). Scans must be performed by qualified personnel.
- Requirement 11.2.2: Perform quarterly external vulnerability scans, via an Approved Scanning Vendor (ASV) approved by the Payment Card Industry Security Standards Council (PCI SSC). Perform rescans as needed, until passing scans are achieved.

IV. LEGAL RISKS

Following a data breach, the victim organization can face regulatory investigations and enforcement actions, as well as civil litigation, often in the form of class actions.86 The potential legal liability depends on a variety of factors, including the data the attacker accesses or acquires and what the company did to protect itself and its data. A review of regulatory enforcement actions and guidance, as well as evolving case law, reveal that issues relating to vulnerability and patch management have been recognized as the basis for liability.

A. REGULATORS

A variety of state and federal regulators take the position that they have jurisdiction to bring legal action against a company in response to a breach. Specific industry regulators may have enforcement authority under statutes that apply to particular industries. For example, the Federal Trade Commission (FTC) enforces the Federal Trade Commission Act (FTCA) (in the context of consumer protection) and the Gramm-Leach-Bliley Act (GLBA) (in the

---

86. This article does not address legal implications under contract law or foreign legal requirements. Both should also be considered and may impose additional legal risks.
context of financial institutions), the Department of Health and Human Services Office of Civil Rights (HHS OCR) enforces the Health Insurance Portability and Accountability Act (HIPAA), and the Securities and Exchange Commission (SEC) enforces the Safeguards Rule of Regulation S-P. Beginning with an enforcement action against Guess? and through publications about information security, the FTC has indicated that effective vulnerability management and patch management are important considerations in its determination of whether companies, including vendors, have “reasonable” information security practices. HHS OCR has similarly indicated that it considers vulnerability management and vulnerability management to be important parts of an information security program. The SEC has not brought an enforcement action for failure to implement vulnerability management and risk management, but it has discussed the importance of them in publications.

1. Federal Trade Commission

The FTC is an independent federal agency aimed at protecting consumers and competition. Through enforcement, education, and advocacy, it protects consumers from unfair and deceptive practices in vast sectors of the economy. The FTC brings a variety of enforcement actions, addressing an array of issues. Relevant to information security are the FTC's enforcement actions under both the “deceptiveness” and “unfairness” prongs of Section 5 of the FTC Act and the Safeguards Rule under the GLBA. In recent enforcement actions and in official publications, the FTC has demonstrated a growing interest in vulnerability management and patch management.

a. Enforcement Under the FTCA

Purporting to act under its authority to prevent “unfair” practices in commerce, the FTC has brought enforcement actions against companies for a failure to implement reasonable cybersecurity measures. While the existence and scope of that jurisdiction continues to be debated, in *FTC v. Wyndham Worldwide Corporation*,

87. Guess?, Inc., 136 F.T.C. 507, 511 (2003) (Complaint) (FTC alleged Guess? failed “to implement reasonable and appropriate measures to secure and protect the databases that support or connect to the website” by failing to “test or otherwise assess the website’s or the application’s vulnerability to attacks . . .”).
89. Id.
the Court of Appeals for the Third Circuit affirmed the FTC’s authority to regulate cybersecurity under the unfairness prong of Title 15 U.S.C. Section 45(a).91 This decision has been criticized on a number of grounds, including because the FTC failed to provide notice to companies about what constitutes “reasonable” information security practices.92 In FTC v. Wyndham Worldwide Corporation, the Third Circuit held that fair notice is satisfied when a company can reasonably foresee that a court could construe its conduct as falling within the meaning of the statute.93 The court observed that the relevant inquiry under subsection 45(n) for unreasonableness is a cost-benefit analysis that considers “the probability and expected size of reasonably unavoidable harms to consumers given a certain level of cybersecurity and the costs to consumers that would arise from investment in stronger cybersecurity.”94

In the Wyndham case, the FTC alleged that hackers attacked the Wyndham Corporation’s computer systems in three separate incidents in 2008 and 2009, stealing hundreds of thousands of consumers’ PII and leading to over $10 million in fraudulent charges.95 Following the attacks, the FTC filed suit in federal district court alleging Wyndham engaged in “unfair cybersecurity practices” and the corporation “unreasonably and unnecessarily exposed consumers” PII to attack.96 The FTC alleged Wyndham “permit[ed] Wyndham-branded hotels ‘to connect insecure servers to [h]otels and [r]esorts’ networks, including servers using outdated operating systems that could not receive security updates or patches to address known security vulnerabilities.”97 This is one of many complaints by the FTC that allege a company did not have “reasonable” information security practices, in part, due to unpatched or unsupported software.

93. Wyndham Worldwide Corp., 799 F.3d at 256.
94. Id. at 255.
95. Id. at 240.
96. Id.
Although not directed at internal vulnerability management and patch management programs, two FTC enforcement actions against software and hardware vendors for their alleged failure to provide proper software updates to their customers demonstrate the FTC’s consideration of the importance of software updates. In 2011, the FTC brought an enforcement action against Oracle due in part to software updates to Java, a programming language that Oracle had developed. The FTC alleged that Oracle knew that its consumers were vulnerable to attack due to Java’s insufficient update process. The FTC cited internal Oracle documents stating that the “Java update mechanism is not aggressive enough or simply not working.” The FTC alleged when Java consumers updated the Java software, unbeknownst to the consumers, prior versions of the software remained on the consumers’ computers. The FTC claimed that hackers exploited the flaw and accessed consumers’ data through the outdated Java versions. In the consent agreement, the FTC ordered Oracle to improve the Java updating process and conspicuously inform consumers of the versions of Java installed on their devices.

In 2016, the FTC brought a similar action against ASUSTeK Computer, Inc. (ASUS) for its alleged failure to protect users of ASUS’s routers from cyberattack. ASUS, a hardware manufacturer, developed software for its routers and was responsible for developing and distributing software updates to patch security vulnerabilities. Many of ASUS’s routers included features called AiCloud and AiDisk, which allowed consumers to plug USB hard drives directly into the routers to create an at-home “private personal cloud.” In 2014, hackers exploited vulnerabilities in AiCloud and accessed over 12,900 consumers’ storage devices. The FTC alleged hackers accessed the users’ connected storage devices without credentials by bypassing the AiCloud login screen. Additionally, the FTC alleged the default settings on AiDisk made
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the storage devices accessible to anyone on the internet who had
the routers’ IP addresses.\textsuperscript{109} The FTC alleged that ASUS did not
notify consumers about available security updates.\textsuperscript{110} Moreover,
the tool that informed consumers of available security updates often
told consumers their software was up-to-date when, in fact, newer
software with “critical security updates” was available.\textsuperscript{111} The FTC
ordered ASUS to establish a comprehensive security program.\textsuperscript{112}
Specifically, the FTC ordered ASUS to notify consumers about soft-
ware updates and to refrain from making misleading statements
regarding whether consumers’ products were up-to-date.\textsuperscript{113}

In recent consent decrees, the FTC has consistently ordered com-
panies to implement patch management programs.\textsuperscript{114} In 2020, the
number of people who participated in Zoom meetings each day rose
from approximately 10 million to 300 million.\textsuperscript{115} Within this con-
text, the FTC claimed Zoom undermined the security of its users by
engaging in unfair and deceptive trade practices.\textsuperscript{116} According to
the FTC, Zoom had failed to maintain proper internal network se-
curity, despite touting its advanced security practices.\textsuperscript{117} Relevant
here, the FTC alleged Zoom was a year or more behind in patching
software in its commercial environment.\textsuperscript{118} As part of its settlement
with the FTC—in addition to discontinuing some of the practices
alleged in the complaint—Zoom must implement specific security
safeguards, including conducting vulnerability scans on at least a
quarterly basis and implementing policies and procedures to reme-
diate critical or high vulnerabilities no later than thirty days after
detection.\textsuperscript{119} Zoom must hire a third party to conduct an
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independent assessment of the new safeguards once every other year for twenty years.\textsuperscript{120}

Moreover, in post-2018 cases, involving SkyMed, D-Link, and InfoTrax, the FTC ordered companies to implement security safeguards that include vulnerability testing.\textsuperscript{121} For example, it ordered InfoTrax to scan for vulnerabilities every four months.\textsuperscript{122}

The consent agreement in Zoom and agreements in other recent cases exemplify the FTC’s recent specific focus on ordering entities to implement vulnerability management programs. The requirement to implement a vulnerability management program is more specific than previous orders, which at times vaguely required companies to implement reasonable security programs “designed to protect the security . . . of personal information . . . .”\textsuperscript{123} The more recent orders are still broad and susceptible to a wide range of interpretations, and ultimately, companies face potential legal risk as they try to navigate the logistical and practical challenges of prioritizing which out-of-date software to update.

\textit{b. Enforcement Under the GLBA}

While the FTC has brought enforcement actions for violation of the GLBA Safeguards Rule, the complaints and consent orders have not explicitly referenced vulnerability management and patch management. The Safeguards Rule, which implements section 501(b) of the GLBA, 15 U.S.C. § 6801(b), requires financial institutions to develop a written information security program that contains “administrative, technical, and physical safeguards to protect the security, confidentiality, and integrity of customer information.”\textsuperscript{124} The Safeguards Rule identifies general requirements. Influenced by the New York Department of Financial Services (NY DFS) Cybersecurity Requirements for Financial Services Companies, the FTC has proposed a revised Safeguards Rule that contains more specific information security requirements.\textsuperscript{125} Although the proposed revision does not explicitly reference vulnerability management and patch management, it does reference periodic vulnerability
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Neither the proposed revisions nor the NY DFS regulations define vulnerability assessments.

c. **FTC Publications**

The FTC has issued a number of publications addressing what it considers reasonable for vulnerability management and patch management. In the FTC brochure, *Start with Security*, the FTC explains the need for patch management programs stating:

> depending on the complexity of your network or software, you may need to prioritize patches by severity; nonetheless, having a reasonable process in place to update and patch third-party software is an important step to reducing the risk of a compromise.  

In 2016, the FTC recommended that entities, as part of their general network security, regularly check with vendors and experts for alerts about vulnerabilities and “implement policies for installing vendor-approved patches to correct problems.”

Then in 2020, the FTC reiterated its requirement for patch management programs, explaining that its recent consent decrees had ordered companies to implement such programs.

Together, the orders and publication suggest that the FTC believes that patch management programs are fundamental to reasonable cybersecurity but also that the agency understands that it is not a one-size-fits-all process. As explained in Section II, the adequacy of vulnerability management and patch management remains a question of degree. For many companies, it is cost prohibitive to patch every out-of-date software on every system. Instead, companies prioritize based on risk calculations. Thus, vulnerability management and patch management are unlike some other areas of information security, which can be binary, e.g., customer files are encrypted or they are not, default passwords must be changed or they are not. The exceptions to this general observation are when a company has internal policies or makes statements that a third party or the public relies on about its vulnerability management and patch management programs that it fails to follow. Setting
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these exceptions aside, in the wake of this ambivalent guidance, a company needs to make decisions about what is reasonable, and they may not be the same decisions the FTC would have made.

2. **U.S. Department of Health and Human Services Office for Civil Rights (HHS OCR)**

Like the FTC, the HHS OCR has also demonstrated an interest in investigating and bringing enforcement actions for vulnerability management and patch management practices. HHS OCR enforces the implementing regulations under HIPAA and the HITECH Act of 2009. The applicable regulations for information security are the Privacy Rule and the Security Rule. Entities subject to the regulations (“covered entities”) include certain healthcare providers, health plans, and healthcare clearinghouses. Business associates of covered entities are also subject to certain regulatory oversight by HHS OCR. This includes any person or organization that performs services for a covered entity that includes the use of or disclosure of protected health information (PHI).

The Security Rule requires covered entities and business associates to protect electronic PHI (ePHI) and establishes minimum security requirements to do so. The Security Rule consists of “standards” and “implementation specifications.” Some of the standards are required, while others are considered “addressable.” Although the Security Rule does not reference vulnerability management or patch management, covered entities and business associates are required under the rule to conduct a “risk analysis,” implement a “risk management” process, and ensure “transmission
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security.”138 This process likely will include evaluations of a company’s vulnerability and patch management.

A risk analysis is an accurate and thorough assessment of the potential risks and vulnerabilities to the confidentiality, integrity, and availability of ePHI a covered entity or business associate holds.139 Under the Security Rule, the risk management process implements security measures sufficient to reduce risks and vulnerabilities to a reasonable and appropriate level.140 According to an HHS OCR newsletter from July 2018, a risk analysis includes identifying risks and vulnerabilities that unpatched software poses to an organization’s ePHI.141 In the July 2018 newsletter, HHS OCR stated that implementing security measures can include “installing patches if patches are available and patching is reasonable and appropriate.”142

Failures to adequately address vulnerabilities have also been explicitly cited in HHS OCR enforcement actions. In a settlement announced in 2014, HHS OCR stated that a covered entity suffered a breach of unsecured ePHI due to the covered entity’s failure to regularly update its “IT resources with available patches.”143 The settlement agreement144 indicated that the failure to update IT resources with available patches was a violation of the transmission security requirement of the Security Rule.145

As such, HHS OCR clearly considers vulnerability management and patch management as important requirements for covered entities and business associates. However, the 2018 newsletter indicates that HHS OCR may take a potentially flexible approach to evaluating patch management through an understanding that deployment of a patch may not be appropriate. In those cases, HHS OCR likely expects that entities implement compensating controls.
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to reduce the risk of identified vulnerabilities in the unpatched software.\textsuperscript{146}

3. \textit{The Securities and Exchange Commission}

The SEC enforces a variety of different statutes and regulations, including the Safeguards Rule of Regulation S-P, which requires that brokers, dealers, investment companies, and registered investment advisors adopt written policies and procedures reasonably designed to protect customer records and information.\textsuperscript{147} In the cases where the SEC has brought enforcement actions for violations of the Safeguards Rule, the SEC has alleged the companies failed to implement policies and procedures related to encrypting customer PII or employing a firewall to protect web servers.\textsuperscript{148} It has not yet alleged in an enforcement action that a failure to have written policies and procedures related to vulnerability management and patch management were a violation of the Safeguards Rule.

However, the SEC’s Office of Compliance Inspections and Examinations (OCIE) has released several publications that highlight vulnerability management and patch management. In May 2017, following reports of widespread attacks by the malware WannaCry, OCIE released a “risk alert” that, in an examination of seventy-five registered broker-dealers, investment advisors, and investment companies, all broker-dealers and ninety-six percent of investment management firms had a regular process in place to install software patches.\textsuperscript{149} However, the risk alert reported that a minority of the inspected entities had a “significant number of critical and high-risk security patches that were missing important updates.”\textsuperscript{150} In a 2020 report on “Cybersecurity and Resiliency Observations,” OCIE reported that inspected organizations used vulnerability scanning to routinely scan systems within the organization and a patch management program to patch software and hardware.\textsuperscript{151} OCIE reiterated the importance of patch management and vulnerability management as a way to “enhance cybersecurity
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preparation and operational resiliency” in a July 10, 2020 risk alert. Specifically, the OCIE risk alert stated, “Implementing proactive vulnerability and patch management programs that take into consideration current risks to the technology environment, and that are conducted frequently and consistently across the technology environment.”

These SEC publications indicate that the SEC may consider written policies and procedures for vulnerability management and patch management to be a part of an information security program that is “reasonably designed” to protect customer records and information and in compliance with the Safeguards Rule.

B. State Statutes

Regulators and plaintiffs in private litigation have alleged poor patch management and vulnerability management practices violate certain state statutes. All fifty states, the District of Columbia, Puerto Rico, and the U.S. Virgin Islands have enacted data breach notification laws. In addition to breach notification, half of the states have enacted laws that require certain data security practices. The enforcement mechanism for these laws vary and include private rights of action or enforcement by state regulators. California was the first state to enact both a data breach notification law and a data security practices law. Enacted in 2004, the California data security practices law requires businesses that own or license information about California residents to “implement and maintain reasonable security procedures and practices . . . to protect the personal information . . . .” The law provides a private right of action by an injured party. Many other states have since joined California in requiring reasonable information security. Regulators take the view, as expressed in statements implementing regulations, that these reasonable security practices include patching outdated software.

In a 2016 report, the California Attorney General identified the Center for Internet Security’s Critical Security Controls as the minimum level of information security that organizations must meet to have reasonable security. As explained in Section II, CIS Control 3 requires vulnerability management and patch management. In
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the “Message from the Attorney General,” then-Attorney General Kamala Harris specifically cited that for the breaches from 2012 to 2015 in California, “nearly all of the exploited vulnerabilities, which enabled these breaches, were compromised more than a year after the solution to patch the vulnerability was publicly available.”157

Like California, Oregon requires businesses “develop, implement and maintain reasonable safeguards to protect the security, confidentiality and integrity of personal information . . . .”158 The Oregon law also provides examples of reasonable safeguards for companies to use, including “[a]pplying security updates and a reasonable security patch management program to software that might reasonably be at risk of or vulnerable to a breach of security.”159 Massachusetts has a similar requirement in the regulations implementing its data security practices law. Under the regulation, businesses that have systems connected to the internet and containing personal information must have “reasonably up-to-date firewall protection and operating system security patches.”160

Recently, New York has joined the group of states that requires data security practices. Beginning in March 2020, New York’s Stop Hacks and Improve Electronic Data Security (SHIELD) Act went into effect. The new law imposes a variety of new information security requirements on companies, including requiring businesses that own or license New York residents’ private information “develop, implement and maintain reasonable safeguards to protect the security, confidentiality and integrity of the private information . . . .”161 The law identifies examples of safeguards for companies to adopt to comply with the reasonable security requirement. Included within these safeguards are identifying reasonably foreseeable internal and external risks, assessing risks in network and software design, and regularly testing and monitoring the effectiveness of key controls, systems, and procedures.

C. Common Law Causes of Action

When an attacker successfully breaches a company network and acquires (or in very few states, accesses) PII, state laws may require the company to notify the individuals whose PII has been impacted in certain circumstances. Following the notifications, impacted individuals often file class action lawsuits against the company. The
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alleged causes of action are varied and can include negligence, negligence per se, gross negligence, and unjust enrichment. Issues related to vulnerability and patch management are emerging as relevant bases for these causes of action.

1. Negligence

In data breach cases, plaintiffs frequently, and often unsuccess- fully, allege negligence under a common law tort theory. A claim of negligence requires that a plaintiff allege four elements: duty, breach, causation, and damages.162 The availability of plaintiffs to successfully allege negligence as a cause of action following a data breach is a contested legal issue. In several jurisdictions, courts have ruled in favor of defendants and have dismissed negligence claims in this context for a variety of reasons.163 In states where negligence has been an available cause of action in this context, plaintiffs may attempt to allege that a defendant’s patch management and vulnerability management procedures are relevant to determining whether the defendant satisfied its duty to use reasonable care to safeguard sensitive personal information. While duty is a question of law, standard of care is a question of fact, established through expert opinion, legislation, regulation, or fixed by the factfinder by applying the facts of the case.164

In this context, courts typically have not specified the standard of care required by a defendant, including whether that standard of care requires adequate vulnerability management and patch management. Some courts have referred to the standard in vague
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“reasonableness” terms. Others have provided more specific references to whether the company used industry standards, whether the company followed its own written policies, and whether the company was aware of the vulnerability that led to the breach. These three characteristics may be relevant in a case where the plaintiffs allege that a defendant failed to patch a known software vulnerability.

a. Cases Referencing Industry Standards

In the privacy class action filed against Target following the cyberattack that affected more than forty-one-million customer payment card accounts, the plaintiffs claimed Target failed to comply with PCI-DSS. The plaintiffs also claimed Target owed a duty “to exercise reasonable care in obtaining, retaining, securing, safeguarding, deleting and protecting [Plaintiffs’] personal and financial information in its possession from being compromised, lost, stolen, accessed and misused by unauthorized persons.” Target did not dispute this element, and some of the negligence claims alleging a failure to comply with PCI-DSS survived Target’s motion to dismiss. Similarly, the plaintiffs in Sackin v. TransPerfect Global, Inc.
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alleged that because TransPerfect’s cybersecurity was “not up to industry par,” an employee responded to a phishing email and sent copies of W-2 forms and payroll information for all current and former employees to a cybercriminal. The court found that plaintiffs sufficiently alleged “TransPerfect violated its duty to take reasonable steps to protect its employees’ PII.” Specifically, TransPerfect’s cybersecurity was “not up to industry par” because it failed to erect a digital firewall, conduct data security training, or adopt retention and destruction policies. The accepted reliance on industry standards indicates that the industry standards set forth in Section II relating to vulnerability and patch management may be considered in determining the duty of care.

b. Cases Referencing Internal Policies

Courts have found that plaintiffs have sufficiently alleged a breach of duty of reasonable care when plaintiffs have alleged that defendants failed to comply with their own policies. In 2015, a trial court in New York concluded that following a breach of health information, the plaintiffs sufficiently stated a negligence claim because the hospital’s privacy policy assured the plaintiffs that the hospital would protect the plaintiffs’ information and would not disclose it without consent. Conversely, courts have held that defendants acted reasonably when defendants implemented written information security policies. As such, when companies have internal policies relating to vulnerability and patch management, a failure to comply with those policies may also provide a basis for a plaintiff to allege a duty of care existed.
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c. Cases Referencing Knowledge

In 2016, Innovak, a creator of administrative software for school districts, announced users’ PII had been comprised in a data breach when hackers infiltrated the internet portal where end users accessed their tax and payroll information. In the privacy class action litigation that followed, the plaintiffs claimed that Innovak knew of the vulnerability since 2014 and “failed to take reasonable steps to prevent a breach.” Though neither the court nor the plaintiffs articulated a standard of care, Innovak’s alleged awareness of its vulnerabilities and its failure to take affirmative steps led the court to deny Innovak’s motion to dismiss.

Although the ability for a plaintiff to allege negligence following a data breach is an undecided issue of law, to reduce the legal risk of a cause of action for negligence, these considerations weigh in favor of a company maintaining and implementing an adequate vulnerability management and patch management program, which includes following the written procedures that apply to the program and staying abreast of industry standards.

2. Negligence Per Se

In the context of data breach litigation, plaintiffs have similarly attempted, with mixed results, to use Section 5 of the FTCA and the failure to use “reasonable measures” to protect personal information as the basis for a claim of negligence per se. In states where courts have held that negligence per se applies, plaintiffs have sought to establish a duty through FTC publications and orders related to vulnerability and patch management.

In 2019, an attack on Capital One affected over 100 million consumers in the United States. The plaintiffs alleged that hackers accessed their data by exploiting a “well-known” vulnerability of the Amazon Web Services cloud where Capital One stored consumers’ confidential PII. The court found that the plaintiffs plausibly
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alleged a negligence per se claim under New York law, because the plaintiffs plausibly alleged that the FTCA created an enforceable duty in the data breach context and the plaintiffs were of the class the statute was meant to protect—those whose information was allegedly compromised by a data breach.184 Further, the plaintiffs imported the standard of care from the FTCA, which, as stated earlier, included provisions related to vulnerability and patch management.185

Marriott announced in 2018 that hackers had infiltrated its guest reservation database and had been extricating customers’ PII for four years.186 Plaintiffs sufficiently pled negligence per se predicated on violations of Section 5 of the FTCA under Connecticut law and Georgia law, but not under Maryland law.187 In its opinion, the court rejected defendants’ argument that the “FTC Act cannot serve as the predicate for a negligence claim based on the violation of a statute because it does not ‘proscribe a particular standard of care.’”188 The court explained that several courts had rejected similar arguments by “finding that data breach plaintiffs adequately had pleaded claims of negligence per se based on alleged violations of Section 5 of the FTC [A]ct.”189 Because a violation of Section 5 of the FTCA can serve as a predicate for a negligence per se claim, the vulnerability management and patch management considerations within that Act may be considered as part of the risk of civil liability in a class action.

V. CONCLUSION

Though adequate cybersecurity is in many ways viewed as a subjective metric that can be based on factors specific to a company’s size, industry, and risk profile, objective measures applicable to general categories of security functions continue to come into focus. Developing caselaw and language relating to regulatory enforcement are making it apparent that vulnerability and patch management are widely becoming recognized as essential functions of an adequate cybersecurity program. Thus, vulnerability and patch
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management are no longer purely technical functions which concern only a company’s IT department, because their existence and sufficiency within a company’s cybersecurity program have likewise become the subject of scrutiny of regulators and plaintiffs alike. As such, legal departments are increasingly having to take notice of their company’s vulnerability management and patch management programs and evaluate the potential legal risk they pose to the company, even before a data breach occurs.